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AP-Loss for Accurate One-Stage Object Detection
Kean Chen, Weiyao Lin, Jianguo Li, John See, Ji Wang, and Junni Zou

Abstract—One-stage object detectors are trained by optimizing classification-loss and localization-loss simultaneously, with the former
suffering much from extreme foreground-background class imbalance issue due to the large number of anchors. This paper alleviates
this issue by proposing a novel framework to replace the classification task in one-stage detectors with a ranking task, and adopting the
Average-Precision loss (AP-loss) for the ranking problem. Due to its non-differentiability and non-convexity, the AP-loss cannot be
optimized directly. For this purpose, we develop a novel optimization algorithm, which seamlessly combines the error-driven update
scheme in perceptron learning and backpropagation algorithm in deep networks. We provide in-depth analyses on the good
convergence property and computational complexity of the proposed algorithm, both theoretically and empirically. Experimental results
demonstrate notable improvement in addressing the imbalance issue in object detection over existing AP-based optimization
algorithms. An improved state-of-the-art performance is achieved in one-stage detectors based on AP-loss over detectors using
classification-losses on various standard benchmarks. The proposed framework is also highly versatile in accommodating different
network architectures. Code is available at https://github.com/cccorn/AP-loss.

Index Terms—Computer vision, object detection, machine learning, ranking loss.

F

1 INTRODUCTION

O Bject detection is one of the fundamental problems
in computer vision, which involves simultaneous lo-

calization and recognition of objects from images. It has
made great progress owing to the rapid advances of deep
learning methods in the last 5 years. A lot of deep learning
based solutions have been proposed [1], [2], [3], [4], [5],
which typically adopt a multi-task architecture to handle
the classification and localization tasks with separate loss
functions [2], [3], [6], [7]. The classification task aims to
recognize the object in a given box, while the localization
task aims to predict the precise bounding box of the object.

Depending on whether detectors require additional
modules to produce candidate object boxes, the general so-
lutions can be divided into two flavours: one-stage detectors
and two-stage detectors. Two-stage detectors first generate
a limited number of object box proposals using category-
independent proposal methods, such as selective search [8],
CPMC [9], multi-scale combinatorial grouping [10] and
RPN [1]. This is followed by adopting classification and
localization tasks on those proposals. Typical works of this
category include R-CNN [11] and its Fast [7], and Faster [1]
variants, R-FCN [12], FPN [13], Mask R-CNN [4], and Cas-
cade R-CNN [5]. On the contrary, one-stage detectors pre-
dict the object class directly from the densely pre-designed
candidate boxes, also commonly known as anchors. Known
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Fig. 1. Dashed red boxes are the ground truth object boxes. The or-
ange filled boxes and other blank boxes are anchors with positive and
negative ground truth labels, repectively. (a) shows that the detection
performance is poor but the classification accuracy is still high due to
large number of true negatives. (b) shows the ranking metric AP can
better reflect the actual condition as it does not suffer from the large
number of true negatives, and is more intrinsically consistent with the
detection task.

works in literature include the popular YOLO series [3],
[14], [15], SSD [2], DSSD [16], DSOD [17], RetinaNet [6],
RefineDet [18], CornerNet [19] and M2Det [20]. One-stage
detectors generally compute much faster than two-stage
detectors but consequently, they suffer from noticeable gaps
in accuracy. Some studies [6], [21], [22] pointed out that
one possible reason lies in the extreme imbalance between
foreground and background regions, which causes class bias
during optimization of the classification task, which in turn
impacts detection performance. The classification metric
could be very high for a trivial solution which predicts neg-
ative label (i.e. background) for almost all candidate boxes
(a likely situation in large images with few objects), while
the detection performance remains poor. Fig. 1a illustrates
one such example. In this case, the accuracy metric is high
due to the large number of true negatives, while detection

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on August 13,2020 at 12:16:13 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/cccorn/AP-loss


0162-8828 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2020.2991457, IEEE
Transactions on Pattern Analysis and Machine Intelligence

2

performance is obviously poor. For instance, the detector
can completely miss an object, predicting a false positive but
still garnering high accuracy score due to the sheer number
of true negatives.

To tackle this issue in one-stage object detectors, some
works introduce new classification losses such as balanced
loss [3], [14], Focal-Loss [6], as well as tailored training
methods such as Online Hard Example Mining (OHEM) [2],
[21]. These losses model each sample (anchor box) inde-
pendently, and attempt to re-weight the foreground and
background samples within the classification loss to cater
for the imbalanced condition; this is done without con-
sidering the relationship or distribution among different
samples. Besides, the designed balance weights are hand-
crafted hyper-parameters that do not generalize well across
datasets and detectors. In other words, it is hard to deter-
mine the degree of importance of samples, or how ‘easy’
the samples should be ignored in a universal sense, and
vice versa. We argue that more crucially, the extreme class
imbalance enlarges the gap between classification task and
detection task. Thus, the methods that offer simplistic mod-
ification of classification losses or frameworks to address
the imbalanced conditions are far from optimal and limited
mostly by their generalization ability. In this paper, instead
of modifying the classification loss, we propose to frame
this as a ranking task, where the ranking task is notably
useful in tackling imbalance issue as shown in [23], [24],
[25], [26], in which the associated ranking loss explicitly
models sample relationships, and is less sensitive to the ratio
of positive and negative samples. We further choose the
ranking metric AP (Average Precision) [27], [28], [29] as our
target loss due to the guiding intuition that AP is also the
evaluation metric for object detection, as shown in Fig. 1b. In
object detection, the AP metric evaluates detection results by
considering both precision and recall at different thresholds.
Compared to the accuracy metric (depicted in Fig. 1a), the
AP metric does not suffer from a substantially large number
of true negatives, which reflects the actual situation of the
task much better. In addition to AP, another ranking metric
AUC [23] can also handle the imbalance issue to some extent
and is studied in our experiments.

Optimization of the AP-loss is considered a non-trivial
problem. Due to its non-differentiability, standard gradient
descent methods are not amenable for AP-loss. Worser still,
due to its non-decomposability [30], the AP-loss cannot be
expressed as the sum over the output units of network
which makes it impossible to optimize each unit separately.
Besides, one stage object detectors are commonly trained in
large scale datasets (e.g. PASCAL VOC [27] and COCO [28])
with very densely designed anchors. This indicates that
a large number of training samples are involved in the
training phase. Such large-scale training with deep networks
requires the losses to be suitable for SGD (or its variants)
based optimization. In short, optimizing the AP-loss for
object detection requires effective way to handle the non-
differentiability and non-decomposability issues as well as
good scalability in handling large training sample sizes.

1.1 Existing handling of AP-loss
There are three known aspects of how issues concerning the
AP-loss have been handled:

1) AP based loss has been studied within structured
SVM models [31], [32]. The structured SVM mod-
el [33] is proposed to predict general structured out-
put labels. Specifically, the structured model predict-
s a confidence score for each possible label where
the label with highest score is selected as the output.
In a ranking task, the predicted label is exactly the
rank of all input samples, and the score is generated
by a hand-picked discriminant function. Note that
such methods are restricted to linear SVM model
so the performance is limited to data in simple
manifolds.

2) A structured hinge loss [34] can be used to optimize
the AP-loss. The optimization target is similar to
that of the previous one, but more precisely, it
functions by maximizing the margin between the
ground truth label and the most violated label (i.e.
the label predicted with loss-augmented inference).
This method is no longer restricted to linear models
and can be implemented on some general but more
complex learning models like neural networks us-
ing gradient descent. However, this method does
not directly optimize AP-loss itself but rather an
upper bound of it. It is still unknown whether such
hinge relaxation with some specific discriminant
function is near-optimal in a ranking task.

3) Approximate gradient methods [30], [35] are pro-
posed with the aim of optimizing the AP-loss. [30]
adopts an expectation taken over the underlying
data distribution to smoothen the objective func-
tion, and its gradient can then be approximately
estimated. [35] adopts an envelope function as the
linear estimation of the original loss. This envelope
function is similar in shape as the original loss
function while having a well-defined gradient that
is non-zero almost everywhere. These two methods
both approximate the AP-loss with some smooth
functions through different techniques, so that gra-
dient descent can be used on it. Nevertheless, these
methods are less efficient and easily fall into local
optimum even for the case of linear models. The
non-convexity and non-quasiconvexity of the AP-
loss still presents an open problem that warrants
further consideration.

1.2 Contributions of this work

This manuscript is an extension of our CVPR 2019 pa-
per [36], we make the following contributions. We address
the imbalance issue by replacing the classification task in
one-stage detectors with a ranking task, so that the class
imbalance problem can be handled with Average Precision
(AP)-loss, a rank-based loss. To enable this to work, we pro-
pose a novel error-driven learning algorithm to effectively
optimize the non-differentiable AP-based objective function.
More specifically, some extra transformations are added to
the score output of one-stage detector to obtain the AP-
loss, which includes a linear transformation that transforms
the scores to pairwise differences, and a non-linear and
non-differentiable “activation function” that transforms the
pairwise differences to the primary terms of the AP-loss.
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Fig. 2. Overall framework of the proposed approach. We replace the classification-task in one-stage detectors with a ranking task, where the ranking
procedure produces the primary terms of AP-loss and the corresponding label vector. The optimization algorithm is based on an error-driven learning
scheme combined with backpropagation. The localization-task branch is not shown here due to no modification.

This way, the AP-loss can be obtained by the dot prod-
uct between the primary terms and the label vector. It is
worth noting that the difficulty for using gradient method
on the AP-loss lies in passing gradients through the non-
differentiable activation function. Inspired by the perceptron
learning algorithm [37], we adopt an error-driven learning
scheme to directly pass the update signal through the non-
differentiable activation function. Different from gradient
method, our learning scheme gives each variable an update
signal proportional to the error it makes. Then, we adopt
the backpropagation algorithm to transfer the update signal
to the weights of neural network. We theoretically and
experimentally prove that the proposed optimization algo-
rithm does not suffer from the non-differentiability and non-
convexity of the objective function. An acceleration strategy
is also proposed to make the algorithm more practical. The
experimental results show that AP-loss has better gener-
alization ability to handle different imbalance conditions
and stronger robustness against adversarial perturbations.
We also observe that the AP-loss can be used in two-stage
detectors with detailed results and discussions shown in the
Supplementary. The main contributions of this paper are
summarized as follows:

• We propose a novel framework in one-stage object
detectors which adopts the ranking loss to handle
the class imbalance issue.

• We propose an error-driven learning algorithm that
can efficiently optimize the non-differentiable and
non-convex AP-based objective function with both
theoretical and experimental verifications.

• We show notable performance improvement with
the proposed method on state-of-the-art one-stage
detectors over different kinds of classification-losses
without changing the model architecture.

• AP-loss demonstrates to be more robust against dif-
ferent kinds of adversarial perturbations and noises
than Focal-loss and other balanced-loss solutions.

2 RELATED WORK

One-stage detectors: In object detection, the one-stage ap-
proaches have relatively simpler architecture and higher
efficiency than two-stage approaches. OverFeat [38] is one of

the first CNN-based one-stage detectors. Thereafter, differ-
ent designs of one-stage detectors are proposed, including
SSD [2], YOLO [3], DSSD [16] and DSOD [17], [39]. These
methods demonstrate good processing efficiency as one-
stage detectors, but generally yield lower accuracy than
two-stage detectors. After that, RetinaNet [6] narrows down
the performance gap (especially on the challenging COCO
benchmark [28]) between one-stage approaches and two-
stage approaches with some innovative designs on loss
function and network architectures. More recently, several
works further improve the one-stage detection framework
through different aspects. RefineDet [18] proposes a two-
step cascaded regression framework to first generate refined
anchors and then detect objects based on them. DES [40]
adopts a semantic segmentation branch and a global acti-
vation module to enriched the semantics of object detection
features. PFPN [41] presents a parallel feature transforma-
tion pipeline to generate features with consistent abstraction
levels. RFBNet [42] proposes a receptive field block that
takes relationship between size and eccentricity to enhance
the feature discriminability and robustness. Therefore, with
the competitive accuracy performance, higher efficiency and
simpler mechanism, one-stage methods stand at an impor-
tant position in object detection.

Imbalance Issue in detection networks: As commonly
known, the performance of one-stage detectors benefits
much from densely designed anchors, which introduce ex-
treme imbalance between foreground and background sam-
ples. Several studies are proposed to address this challenge,
including OHEM [2], [21], Focal-Loss [6], A-Fast-RCNN [43],
Gradient Harmonized Mechanism (GHM) [22], Libra R-
CNN [44], DR-loss [45]. More complex techniques have been
proposed in the past years as surveyed in [46]. OHEM [2],
[21] selects the top-k hardest samples in each training iter-
ation and only enables loss and backpropagation on these
hard samples. Focal-Loss [6] modifies the cross-entropy loss
using additional modulating factors, which include con-
stant factor for positive-negative samples and polynomial
factor for hard-easy samples. A-Fast-RCNN [43] further
improves the hard example mining technique, by generating
high quality hard positive samples via adversarial learning.
GHM [22] proposes a gradient harmonizing mechanism
to smooth the gradient contribution based on the their
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distribution, which works similar to Focal-loss with easy
samples, i.e. both down-weighting the gradient from easy
samples, while the difference is GHM also down-weights
the hard samples in some degrees. However, the validity
of assumption “more uniform contribution of gradient is
better” is still unknown in general condition. Libra R-
CNN [44] studies imbalance issue in three levels - sample
level, feature level, objective level, and proposed solutions
for each level separately. Nevertheless, there are two hurdles
that are still open to discussion. Firstly, hand-crafted hyper-
parameters for weight balance do not generalize well across
datasets and detectors. Secondly, the relationship among
sample anchors is far from well modeled.
AP as a loss for Object Detection: Average Precision (AP) is
widely used as the evaluation metric in many tasks such as
object detection [27] and information retrieval [29]. Howev-
er, AP is far from a good and common choice as an optimiza-
tion goal in object detection due to its non-differentiability
and non-convexity. Some methods have been proposed to
optimize the AP-loss in object detection, such as AP-loss
in the linear structured SVM model [31], [32], structured
hinge loss as upper bound of the AP-loss [34], approximate
gradient methods [30], [35], reinforcement learning to fine-
tune a pre-trained object detector with AP based metric [47].
Although these methods give valuable results in optimizing
the AP-loss, their performances are still limited due to the
intrinsic limitations. In details, the proposed approach dif-
fers from them in 4 aspects. (1) [31] uses cutting plane algo-
rithm with tolerance [33] to optimizing the structured SVM
model, [32] accelerates it by proposing a efficient algorithm
for finding the most violated label. Note that both of them
only work for linear SVM model, while our approach can
be used for any differentiable linear or non-linear models
such as neural networks. (2) [34] generalize the structured
SVM model to neural networks with structured hinge loss.
Our approach directly optimizes the AP-loss while [34]
introduces notable loss gap after relaxation. (3) [30], [35]
use expectation and envelope function to approximate the
original objective function respectively. The approximate
function is smooth so that the gradient can be readily
estimated. However, such approximations preserve the non-
convexity and non-quasiconvexity of AP-loss, which make
the gradient descent less efficient. Our approach dose not
approximate the gradient and dose not suffer from the non-
convexity of objective function as in [30], [35]. (4) [47] adopts
policy gradient to fine tune the pre-trained detector with AP
metric. Thus the AP optimization procedure is built upon
the classification based training in a stage-by-stage way. Our
approach can train the detectors in an end-to-end way, while
[47] cannot.
Perceptron Learning Algorithm: The core of our opti-
mization algorithm is the “error-driven update” which is
generalized from the perceptron learning algorithm [37],
and helps overcome the difficulty of the non-differentiable
objective functions. The perceptron is a simple artificial
neuron using the Heaviside step function as the activa-
tion function. The learning algorithm was first invented
by Frank Rosenblatt [37]. As the Heaviside step function
in perceptron is non-differentiable, it is not amenable for
gradient method. Instead of using a surrogate loss like
cross-entropy, the perceptron learning algorithm employs

k

(a) (b)

Fig. 3. Comparison of label assignments. The dashed red box is the
ground truth box with class k. (a) In traditional classification task of one-
stage detectors, the anchor is assigned a foreground label k. (b) In our
ranking task framework, the anchor replicates K times, and assign the
k-th anchor to label 1, others 0.

an error-driven update scheme directly on the weights of
neurons. This algorithm is guaranteed to converge in finite
steps if the training data is linearly separable. Further works
like [48], [49], [50] have studied and improved the stability
and robustness of the perceptron learning algorithm.

3 METHOD

We aim to replace the classification task with AP-loss based
ranking task in one-stage detectors such as RetinaNet [6]
and SSD [2]. Fig. 2 shows the two key components of
our approach, i.e., the ranking procedure and the error-
driven optimization algorithm. Below, we will first present
how AP-loss is derived from traditional score output. Then,
we will introduce the error-driven optimization algorith-
m. Finally, we also present the theoretical analyses of the
proposed optimization algorithm and outline the training
details. Note that all changes are made on the loss part of the
classification branch without changing the backbone model
and localization branch.

3.1 Ranking Task and AP-Loss

3.1.1 Ranking Task

In traditional one-stage detectors, given input image I ,
suppose the pre-defined boxes (also called anchors) set
is B, each box bi ∈ B will be assigned a label ti ∈
{−1, 0, 1, . . . ,K} based on ground truth and the IoU strate-
gy [1], [7], where label 1 ∼ K means the object class ID, label
“0” means background and label “−1” means ignored box-
es. During training and testing phase, the detector outputs
a score-vector (s0i , · · · , sKi ) for each box bi.

In our framework, instead of one box with K + 1 di-
mensional score predictions, we replicate each box bi for K
times to obtain bik where k = 1, · · · ,K, and the k-th box is
responsible for the k-th class. Each box bik will be assigned
a label tik ∈ {−1, 0, 1} through the same IoU strategy
(label −1 for not counted into the ranking loss). Therefore,
in the training and testing phase, the detector will predict
only one scalar score sik for each box bik. Fig. 3 illustrates
our label formulation and the difference to traditional case.
Note that this label assignment strategy is similar to that in
RetinaNet [6] since we both use binary labels in the multi-
class object detection, while the difference is we further
transform it into ranking labels.
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The ranking task dictates that every positive boxes
should be ranked higher than all the negative boxes w.r.t
their scores. Note that AP of our ranking result is computed
over the scores from all classes. This is slightly different
from the evaluation metric meanAP for object detection
systems, which computes AP for each class and obtains the
average value. We compute AP this way because the score
distribution should be unified for all classes while ranking
each class separately cannot achieve this goal.

3.1.2 AP-Loss

For simplicity, we still use B to denote the anchor box
set after replication, and bi to denote the i-th anchor box
without the replication subscript. Each box bi thus corre-
sponds to one scalar score si and one binary label ti. Some
transformations are required to formulate a ranking loss
as illustrated in Fig. 2. First, the difference transformation
transfers the score si to the difference form

∀i, j, xij = −(s(bi;θ)− s(bj ;θ)) = −(si − sj) (1)

where s(bi;θ) is a CNN based score function with weights
θ for box bi. The ranking label transformation transfers labels
ti to the corresponding pairwise ordering form

∀i, j, yij = 1ti=1,tj=0 (2)

where 1 is a indicator function which equals to 1 only if the
subscript condition holds (i.e., ti = 1, tj = 0), otherwise 0.
Then, we define an vector-valued activation function L(·) to
produce the primary terms of the AP-loss as

Lij(x) =
H(xij)

1 +
∑

k∈P∪N ,k 6=iH(xik)
= Lij (3)

where H(·) is the Heaviside step function:

H(x) =

{
0 x < 0

1 x ≥ 0
(4)

A ranking is denoted as proper ranking when there are no
two samples scored equally (i.e., ∀i 6= j, si 6= sj). Without
loss of generality, we will treat all rankings as a proper
ranking by breaking ties arbitrarily. Now, we can formulate
the AP-loss LAP as

LAP = 1−AP = 1− 1

|P|
∑
i∈P

rank+(i)

rank(i)

= 1− 1

|P|
∑
i∈P

1 +
∑

j∈P,j 6=iH(xij)

1 +
∑

j∈P,j 6=iH(xij) +
∑

j∈N H(xij)

=
1

|P|
∑
i∈P

∑
j∈N

Lij =
1

|P|
∑
i,j

Lij · yij =
1

|P| 〈L(x),y〉

(5)

where rank(i) and rank+(i) denote the ranking position
of score si among all valid samples and positive samples
respectively, P = {i|ti = 1}, N = {i|ti = 0}, |P| is the
size of set P , L and y are vector form for all Lij and yij
respectively, 〈, 〉 means dot-product of two input vectors.
Note that x,y,L ∈ Rd, where d = (|P|+ |N |)2.

Finally, the optimization problem can be written as:

min
θ
LAP (θ) = 1−AP(θ) =

1

|P| 〈L(x(θ)),y〉 (6)

where θ denotes the weights of detector model. As the acti-
vation function L(·) is non-differentiable, a novel optimiza-
tion/learning scheme is required instead of the standard
gradient descent method.

Besides the AP metric, other ranking based metric can
also be used to design the ranking loss for our framework.
One example is the AUC-loss [23], [51] which measures
the area under ROC curve for ranking purpose, and has
a slightly different “activation function” as

L′ij(x) =
H(xij)

|N | (7)

As AP is consistent with the evaluation metric of the object
detection task, we argue that AP-loss is intuitively more
suitable than AUC-loss for this task, and will provide em-
pirical study in our experiments.

3.2 Optimization Algorithm
3.2.1 Error-Driven Update
Recalling the perceptron learning algorithm, the update for
input variable is “error-driven”, which means the update
is directly derived from the difference between desired
output and current output. We adopt this idea and further
generalize it to accommodate the case of activation function
with vector-valued input and output. Suppose xij is the
input and Lij is the current output, the update for xij is
thus

∆xij = L∗ij − Lij (8)

where L∗ij is the desired output. Note that the AP-loss
achieves its minimum possible value 0 when each term
Lij · yij = 0. There are two cases. If yij = 1, we should
set the desired output L∗ij = 0. If yij = 0, we do not care
the update and set it to 0, since it does not contribute to the
AP-loss. Consequently, the update can be simplified as

∆xij = −Lij · yij (9)

3.2.2 Backpropagation
We now have the desired vector-form update ∆x, and
then will find an update for model weights ∆θ which will
produce most appropriate movement for x. We use dot-
product to measure the similarity of successive movements,
and regularize the change of weights (i.e. ∆θ) with L2-
norm based penalty term. The optimization problem can be
written as:

arg min
∆θ
{−〈∆x,x(θ(n) + ∆θ)− x(θ(n))〉+ λ‖∆θ‖22} (10)

where θ(n) denotes the model weights at the n-th step. With
that, the first-order expansion of x(θ) is given by:

x(θ) = x(θ(n)) +
∂x(θ(n))

∂θ
· (θ − θ(n)) + o(‖θ − θ(n)‖) (11)

where ∂x(θ(n))/∂θ is the Jacobian matrix of vector-valued
function x(θ) at θ(n). Ignoring the high-order infinitesimal,
we obtain the step-wise minimization process:

θ(n+1)−θ(n) = arg min
∆θ
{−〈∆x, ∂x(θ(n))

∂θ
∆θ〉+λ‖∆θ‖22} (12)

We can then easily obtain the optimal solution:

θ(n+1) = θ(n) +
1

2λ
(
∂x(θ(n))

∂θ
)T ∆x (13)
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According to the chain rule of derivative, we can directly
implement it by setting the gradient of xij to −∆xij (c.f.
Equation 9) and proceeding with backpropagation. Hence,
the gradient for score si can be easily obtained by backward
propagating the gradient through the difference transforma-
tion:

gi = −
∑
j,k

∆xjk ·
∂xjk
∂si

=
∑
j

∆xij −
∑
j

∆xji

=
∑
j

Lji · yji −
∑
j

Lij · yij .
(14)

3.3 Analyses
3.3.1 Convergence
To better understand the characteristics of the AP-loss, we
first provide a theoretical analysis on the convergence of
the optimization algorithm, which is generalized from the
convergence property of the original perceptron learning
algorithm.

Proposition 1 The AP-loss optimizing algorithm is guaranteed
to converge in finite steps if below conditions hold:
(1) the learning model is linear;
(2) the training data is linearly separable.

The proof of this proposition is provided in Appendix-1 of
supplementary. Although convergence is somewhat weak
due to the need of strong conditions, it is non-trivial since
the AP-loss function is not convex or quasiconvex even for
the case of linear model and linearly separable data, so that
gradient descent based algorithm may still fail to converge
on a smoothed AP-loss function even under such strong
conditions. One such example is presented in Appendix-
2 of supplementary. It means that, under such conditions,
our algorithm still optimizes better than the approximate
gradient descent algorithm for AP-loss. Furthermore, with
some mild modifications, even though the training data is
not separable, the accumulated AP-loss can also be bound-
ed proportionally by the best performance of the learning
model. More details are presented in Appendix-3 of supple-
mentary.

3.3.2 Consistency
Besides convergence, we observed that the proposed op-
timization algorithm is inherently consistent with widely
used classification-loss functions.

Observation 1 When the activation function L(·) takes the
form of softmax function and loss-augmented step function, our
optimization algorithm can be expressed as the gradient descent
algorithm on cross-entropy loss and hinge loss respectively.

The detailed analysis of this observation is presented here:
Cross Entropy Loss: Consider the multi-class classification
task. The outputs of neural network are (x1, . . . , xK) where
K is the number of classes, and the ground truth label is
y ∈ {1, . . . ,K}. Using softmax as the activation function,
we have:

(L1, . . . , LK) = softmax(x) = (
ex1∑
i e

xi
, . . . ,

exK∑
i e

xi
) (15)

The cross entropy loss is:

Lce = −
∑
i

1y=i log(Li) (16)

Hence the gradient of xi is

gi = Li − 1y=i (17)

Note that gi is “error-driven” with the desired output 1y=i

and current output Li. This form is consistent with our
error-driven update scheme.
Hinge Loss: Consider the binary classification task. The
output of neural network is x, and the ground truth label is
y ∈ {1, 2}. Define (x1, x2) = (−x, x). Using loss-augmented
step function as the activation function, we have:

(L1, L2) = (H(x1 − 1), H(x2 − 1)) (18)

where H(·) is the Heaviside step function. The hinge loss is:

Lhinge = 1y=1 max{1− x1, 0}+ 1y=2 max{1− x2, 0} (19)

Hence the gradient of xi is

gi = 1y=i · (Li − 1) (20)

There are two cases. If y = i, the gradient gi is “error-
driven” with the desired output 1 and current output Li.
If y 6= i, the gradient gi equals zero, since xi does not
contribute to the loss. This form is consistent with our error-
driven update scheme.

We argue that the observed consistency is on the basis
of the “error-driven” property. As is known, the gradients
of those widely used loss functions are proportional to their
prediction errors, where the prediction here refers to the out-
put of activation function. In other words, their activation
functions have a nice property: the vector field of prediction
errors is conservative, allowing it being the gradient of some
surrogate loss function. However, our activation function
does not have this property, which makes our optimization
not able to express as gradient descent with any surrogate
loss function.

3.4 Details of Training Algorithm

Apart from the theoretical analyses, the proposed algorithm
still faces some practical challenges within the deep learning
framework. In this section, we present several important
details and advanced techniques to meet these challenges
and thus improve the feasibility of the proposed algorithm
with details summarized in Algorithm 1.

3.4.1 Mini-batch Training
The mini-batch training strategy is widely used in deep
learning frameworks [2], [6], [52] as it accounts for more
stability than the case with batch size equal to 1. The mini-
batch training helps our optimization algorithm quite a lot
for escaping the so-called “score-shift” scenario. The AP-
loss can be computed both from a batch of images and
from a single image with multiple anchor boxes. Consider
an extreme case: our detector can predict perfect ranking in
both image I1 and image I2, but the lowest score in image
I1 is even greater than the highest score in image I2. There
are “score-shift” between two images so that the detection
performance is poor when computing AP-loss per-image.
Aggregating scores over images in a mini-batch can avoid
such problem, so that the mini-batch training is crucial for
good convergence and good performance.
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Fig. 4. Heaviside step function and piecewise step function. (Best
viewed in color)

3.4.2 Piecewise Step function
During early stage of training, scores si are very close to
each other (i.e. almost all inputs to Heaviside step function
H(x) are near zero), so that a small change of input will
cause a big output difference, which destabilizes the updat-
ing process. To tackle this issue, we replace H(x) with a
piecewise step function:

f(x) =


0 , x < −δ
x

2δ
+ 0.5 , −δ ≤ x ≤ δ

1 , δ < x

(21)

The piecewise step functions with different δ are shown in
Fig. 4. When δ approaches +0, the piecewise step function
approaches the original step function. Note that f(·) is only
different from H(·) near zero point. We argue that the
precise form of the piecewise step function is not crucial.
Other monotonic and symmetric smooth functions that only
differs from H(·) near zero point could be equally effective.
The choice of δ relates closely to the weight decay hyper-
parameter in CNN optimization. Intuitively, parameter δ
controls the width of decision boundary between positive
and negative samples. Smaller δ enforces a narrower de-
cision boundary, which causes the weights to shrink cor-
respondingly (similar effect to that caused by the weight
decay). Further details are presented in the experiments.

3.4.3 Interpolated AP
The interpolated AP [29] is widely adopted by many ob-
ject detection benchmarks like PASCAL VOC [27] and MS
COCO [28]. The common justification for interpolating the
precision-recall curve [27] is “to reduce the impact of ’wig-
gles’ in the precision-recall curve, caused by small variations
in the ranking of examples”. Under the same consideration,
we adopt the interpolated AP instead of the original version.
Specifically, the interpolation is applied on Lij to make the
precision at the k-th smallest positive sample monotonically
increasing with k where the precision is (1 −

∑
j∈N Lij) in

which i is the index of the k-th smallest positive sample.
It is worth noting that the interpolated AP is a smooth
approximation of the actual AP so that it is a practical choice
to help to stabilize the gradient and to reduce the impact of
’wiggles’ in the update signals. The details of the interpolat-
ed AP based algorithm is summarized in Algorithm 1.
3.4.4 Complexity and Acceleration Strategies
The computation cost and memory cost for AP-loss are
generally higher than other classification losses due to the
need of pairwise differences computation. The time and
space complexities are both O((|P|+ |N |)2) where |P|+ |N |
is normally about 105 ∼ 106 per image with RetinaNet. Such

Algorithm 1 Mini-batch training for Interpolated AP
Input: All scores {si} and corresponding labels {ti} in a mini-

batch
Output: Gradient of input {gi}

1: ∀i, gi ← 0
2: MaxPrec← 0
3: P ← {i | ti = 1}, N ← {i | ti = 0}
4: smin ← mini∈P{si}
5: N̂ ← {i ∈ N | si > smin − δ}
6: O ← argsort({si | i ∈ P}) . Indexes of scores sorted in

ascending order
7: for i ∈ O do
8: Compute xij = sj − si for all j ∈ P ∪ N̂
9: Compute Lij for all j ∈ N̂ . According to Equation 3

and Equation 21
10: Prec← 1−

∑
j∈N̂ Lij

11: if Prec ≥ MaxPrec then
12: MaxPrec← Prec
13: else . Interpolation
14: ∀j ∈ N̂ , Lij ← Lij · (1−MaxPrec)/(1− Prec)
15: end if
16: gi ← −

∑
j∈N̂ Lij . According to Equation 14

17: ∀j ∈ N̂ , gj ← gj + Lij . According to Equation 14
18: end for
19: ∀i, gi ← gi/|P| . Normalization

high complexities are intractable in a large-scale training
task. Hence two techniques are proposed to tackle these
issues.
Loop on Positive Indices: As shown in Equation 5, the AP-
loss is equivalent to a inner product of L and y, and we
know that yij = 1 only for i ∈ P, j ∈ N otherwise yij = 0.
Hence we only need compute Lij with i ∈ P, j ∈ N . We
implement it by adopting a loop on the indices of positive
samples. In each iteration i, we compute Lij for all j ∈ N .
The memory for {xij , yij , Lij} can thus be released at the
end of each single iteration, and only the gradient gi for
each score si is required for storing. Hence the time and
space complexities can be reduced toO(|P|·(|P|+|N |)) and
O(|P| + |N |) respectively. In addition, note that |N | � |P|
always holds in one-stage detectors. This implies that the
time and memory complexities tends towards O(|P| · |N |)
and O(|N |) respectively.
Non-Trivial Negative Samples: Note that if a negative
sample j ∈ N satisfies xij = sj−si ≤ −δ for all i ∈ P , then
we have H̃(xij) = 0 for all i ∈ P . This implies that we can
ignore such trivial negative samples in the AP-loss computa-
tion and only focus on the non-trivial ones. A simple process
can be used to find all non-trivial negative samples before
the AP-loss computation; which involves two steps: (1) Find
the minimal score smin among all positive samples, (2) Find
all negative samples that have larger scores than smin − δ.
This process only has a time complexity of O(|P| + |N |).
Hence, the total time complexity is O(|P| · |N̂ |+ |N |) where
N̂ denotes the set of non-trivial negative indices. If we have
|N̂ | � |N |, the AP-loss computation can be significantly
accelerated due to the benefit of reduced size of negative
samples. Note that it may not improve the speed in the
initial stage of training, since almost all negative samples
are non-trivial. However, the algorithm will progressively
become faster along with the increasing performance of
detector. We verify this hypothesis in our experiments.
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TABLE 1
Ablation experiments on Batch Size, δ of Piecewise Step Function and Interpolated AP. Models are tested on VOC2007 test set. The metric AP

is averaged over multiple IoU thresholds of 0.50 : 0.05 : 0.95.

Batch Size AP AP50 AP75

1 52.4 80.2 56.7
2 53.0 81.7 57.8
4 52.8 82.2 58.0
8 53.1 82.3 58.1

δ AP AP50 AP75

0.25 50.2 80.7 53.6
0.5 51.3 81.6 55.4
1 53.1 82.3 58.1
2 52.8 82.6 57.2
4 50.5 80.2 54.7

Interpolated AP AP50 AP75

No 52.6 82.2 57.1
Yes 53.1 82.3 58.1

4 EXPERIMENTS

4.1 Experimental Settings

We evaluate the proposed method on the state-of-the-art
one-stage detectors RetinaNet [6] and SSD [2]. The imple-
mentation details are the same as in [6] and [2] respectively
unless explicitly stated. Our experiments are performed
on two benchmark datasets: PASCAL VOC [27] and M-
S COCO [28]. The PASCAL VOC dataset has 20 classes,
with VOC2007 containing 9,963 images for train/val/test
and VOC2012 containing 11,530 for train/val. The MS CO-
CO dataset has 80 classes, containing 123,287 images for
train/val. We conduct the experiments on a workstation
with two NVidia TitanX GPUs.

4.1.1 Baseline Model

RetinaNet: We use ResNet [52] as the backbone mod-
el which is pre-trained on the ImageNet-1k classification
dataset [53]. At each level of FPN [13], the anchors have 2
sub-octave scales (2k/2, for k ≤ 1) and 3 aspect ratios [0.5, 1,
2]. We set δ = 1 in Equation 21. We fix the batch normaliza-
tion layers to be frozen in training phase. We adopt the mini-
batch training on 2 GPUs with 8 images per GPU. We adopt
the same data augmentation strategies as [2], while do not
use any data augmentation during testing phase. For all the
ablation experiments, the input image is fixed to 512×512
in training phase, while we maintain the original aspect
ratio and resize the image to ensure the shorter side with
600 pixels in testing phase. For fairer comparison, in Section
4.4 Benchmark Results, we instead use 512×512/800×800 in
training, while resize the shorter side to 500/800 in testing
(for the detector AP-loss500/800 respectively). We apply the
non-maximum suppression with IoU of 0.5 for each class.
Weight decay of 0.0001 and momentum of 0.9 are used.
SSD: We use VGG-16 [54] as the backbone model which is
pre-trained on the ImageNet-1k classification dataset [53].
We use conv4_3, conv7, conv8_2, conv9_2, conv10_2,
conv11_2, conv12_2 to predict both location and their
corresponding confidences. An additional convolution layer
is added after conv4_3 to scale the feature. The asso-
ciated anchors are the same as that designed in [2]. In
testing phase, the input image is fixed to 512×512. For
Focal-loss with SSD, we observe that the hyper-parameters
γ = 1, α = 0.25 lead to a much better performance than the
original settings in [6] which are γ = 2, α = 0.25. Hence we
evaluate the Focal-loss with new γ and α in our experiments
on SSD. Other details are similar to that for RetinaNet.

4.1.2 Dataset
PASCAL VOC: When evaluated on the VOC2007 test
set, models are trained on the VOC2007 and VOC2012
trainval sets. When evaluated on the VOC2012 test
set, models are trained on the VOC2007 and VOC2012
trainval sets puls the VOC2007 test set. Similar to the
evaluation metrics used in the MS COCO benchmark, we
also report the AP averaged over multiple IoU thresholds of
0.50 : 0.05 : 0.95. All evaluated models are trained for 160
epochs with an initial learning rate of 0.001 which is then
divided by 10 at 110 epochs and again at 140 epochs.
MS COCO: All models are trained on the widely used
trainval35k set (80k train images and 35k subset of
val images), and tested on minival set (5k subset of val
images) or test-dev set. We train the networks for 100
epochs with an initial learning rate of 0.001 which is then
divided by 10 at 60 epochs and again at 80 epochs.

4.2 Ablation Study
We first investigate the impact of our design settings of the
proposed framework. We fix the ResNet-50 and VGG-16 as
backbone for RetinaNet and SSD respectively. We conduct
several controlled experiments on PASCAL VOC2007 test
set (and COCO minival if stated) for the ablation study.

4.2.1 Comparison on Different Parameter Settings
Here we study the impact of the practical modifications
introduced in Section 3.4.1, 3.4.2, 3.4.3. All results are based
on RetinaNet and shown in Table 1.
Mini-batch Training: First, we study the mini-batch train-
ing, and report detector results at different batch-size. Note
that the learning rate is changed linearly according to the
batch-size, as suggested in [55]. Besides, the number of train-
ing epochs is fixed across different batch-sizes. We note that
larger batch-size (i.e. 8) outperforms all the other smaller
batch-size. This verifies our previous hypothesis that large
mini-batch training helps to eliminate the “score-shift” from
different images, and thus stabilizes the AP-loss through
robust gradient calculation (more detailed results are shown
in Supplementary). Hence, a batch-size of 8 is used in our
further studies. We also observe that the “score-shift” is
not a very serious problem in practice (results with batch-
size 1 are still acceptable). This is likely because a lot of
objects and background areas have very similar appearances
in different images, thus the score distributions are similar
among images that have similar objects and background
areas. Besides, we conjecture that the neural network model
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TABLE 2
Comparison through different training losses. Models are tested on VOC2007 test and COCO minival sets. The metric AP is averaged over

multiple IoU thresholds of 0.50 : 0.05 : 0.95.

Training Loss RetinaNet + PASCAL VOC RetinaNet + COCO SSD + PASCAL VOC

AP AP50 AP75 AP AP50 AP75 AP AP50 AP75

CE-Loss + OHEM 49.1 81.5 51.5 30.8 50.9 32.6 43.6 76.0 44.7
Focal Loss 51.3 80.9 55.3 33.9 55.0 35.7 39.3 69.9 38.0

AUC-Loss 49.3 79.7 51.8 25.5 44.9 26.0 33.8 63.7 31.5
AP-Loss 53.1 82.3 58.1 35.0 57.2 36.6 45.2 77.3 47.3
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Fig. 5. Detection results on COCO dataset. Top: Baseline results by RetinaNet with Focal-loss. Bottom: Our results by RetinaNet with AP-loss.

itself may have regularization and generalization ability to
some degree, which indicates that model training with only
in-image ranking objective may also learn some general
patterns that can properly rank objects and backgrounds
across different images.
Piecewise Step Function: Second, we study the piecewise
step function, and report detector performance on the piece-
wise step function with different δ. As mentioned before,
we argue that the choice of δ is trivial and is dependent
on other network hyper-parameters such as weight decay.
Smaller δ makes the function sharper, which yields unstable
training at initial phase. Larger δ makes the function deviate
from the properties of the original AP-loss, which also
worsens the performance. δ = 1 is a good choice we used
in our further studies. Besides, as an alternative choice, the
sigmoid function can also be tuned on the scale parameter
to achieve a competitive result of 53.5% AP (more detailed
results are shown in Supplementary). This verifies our pre-
vious statement that the precise form of the piecewise step
function is not crucial.
Interpolated AP: Third, we study the impact of interpolated
AP in our optimization algorithm and report the results.
Marginal benefits are observed for interpolated AP over
standard AP, so we use interpolated AP in all the following
studies.

4.2.2 Comparison on Different Losses

We compare traditional classification based losses like Focal-
loss [6] and cross entropy loss (CE-loss) with OHEM [2] to
ranking based losses like AUC-loss and AP-loss. We do not
use ordinary CE-loss in our experiments since it performs
much worse without the anti-imbalance technique. The ex-
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Fig. 6. (a) Detection accuracy (mAP) of RetinaNet on VOC2007 test
set. (b) Detection accuracy (mAP) of SSD on VOC2007 test set. (Best
viewed in color)

periments are conducted on various detectors (i.e. RetinaNet
and SSD) and datasets (i.e. PASCAL VOC and COCO). The
results are shown in Table 2. To outline the superiority of
the AP-loss for snapshot time points, we also evaluate the
detection performances at different training iterations. The
results are shown in Fig. 6a and Fig. 6b. Besides, the score
distribution (correlation of IoU vs. classification score) also
reflects some interesting properties of these losses. These
results are shown in Fig. 7. We collect the output scores
of the models trained with different losses on VOC2007
test set. The x-axis is the IoU between the anchor box and
its matched ground-truth box, while the y-axis denotes its
classification score based on its ground-truth class. The clas-
sification score of CE-loss+OHEM is computed by softmax
function, while the other three losses use sigmoid function
to compute their classification scores. We observe that the
AP-loss has the least false positive rate. The CE-loss+OHEM
assigns very high confidence to the true positive samples,
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TABLE 3
Comparison through different training losses on robustness. Models are tested on VOC2007 test sets. The metric mAP50 is used except for

DeepFool [56]. DeepFool uses the minimal perturbations (for successful attack) to measure the robustness.

Training Loss Original Black Patch Random Patch Flip Patch Advs-Patch [57] Gaussian Noise DeepFool [56]

CE-Loss+OHEM 81.5 63.1 62.8 77.0 67.8 65.5 14.7
Focal Loss 80.9 60.9 61.3 76.9 67.1 65.7 14.9
AUC-Loss 79.7 61.9 61.6 75.9 66.8 63.7 15.6
AP-Loss 82.3 65.2 65.2 78.5 68.9 68.8 16.4

but does not perform well when handling the negative
samples, especially the negative samples with IoU=0 (notice
the thin vertical strip of points). Fig. 5 illustrates some
sample detection results by the RetinaNet with Focal-loss
and our AP-loss.

Performances Across Datasets: We first study the perfor-
mances of RetinaNet across different datasets. Although
Focal-loss is significantly better than CE-loss with OHEM
on COCO dataset, it is interesting that Focal-loss does not
perform better than OHEM at AP50 on PASCAL VOC. This
is likely because the hyper-parameters of Focal-loss are
designed to suit the imbalance condition on COCO dataset
which is not suitable for PASCAL VOC, so that Focal-loss
cannot generalize well to PASCAL VOC without tuning its
hyper-parameters. However, the proposed AP-loss perform-
s much better than all the other losses on both two datasets
(mAP 53.1% vs. 51.3% on PASCAL VOC, 35.0% vs. 33.9% on
COCO), which demonstrates its effectiveness and stronger
generalization ability on handling the imbalance issue. It
is worth noting that AUC-loss performs much worse than
AP-loss, which may be due to the fact that AUC [23] has
equal penalty for each misordered pair while AP imposes
greater penalty for the misordering at higher positions in
the predicted ranking. It is obvious that object detection
evaluation concerns more on objects with higher confidence,
which is why AP provides a better loss measure than AUC.

Performances Across Detectors: Then we study the per-
formances of different detectors on PASCAL VOC dataset.
Note that the Focal-loss performs much worse than O-
HEM on SSD, though we have carefully tuned its hyper-
parameters γ and α. The reason is similar: RetinaNet has
much denser anchors than SSD, so the imbalance condi-
tions is very much different from what the Focal-loss was
designed for. However, the proposed AP-loss still performs
better than the other losses on SSD (mAP 45.2% vs. 43.6%),
which demonstrate the robustness of the proposed loss on
different detectors. Together with the results on RetinaNet,
we can observe the effectiveness and strong generalization
ability of the proposed approach.

Robustness: Compared to existing classification based loss
functions, our AP-loss explicitly models the relationship
between samples (i.e. anchors). Thus the detection model
trained by AP-loss will learn to capture more contextual
and global information of the images in the training phase.
This makes the model more robust under some local pertur-
bations and noises, or even adversarial attacks. To verify this
point, we evaluate the detectors trained with different losses
on five different perturbations of PASCAL VOC2007 test
datasets. Similar to the setting in [58], we add four types of

(a) CE-loss+OHEM (b) Focal-loss

(c) AUC-loss (d) AP-loss

Fig. 7. The correlation between the IoU of anchor with matched ground-
truth and the classification score.

patches to the center of each object instance, to destroy the
local information inside the object region. The patch is of
half width or half height of the ground-truth bounding box
annotation. The types of patch include 1) Black-Patch with
all pixels being zero, 2) Flip-Patch that is flipped version of
the center patch itself using left/right, top/bottom, or both
randomly, 3) Random-Patch that randomly sampled from
outside of a bounding box, 4) Adversarial-Patch generated
by [57]. Besides, the Gaussian noise with zero mean and
0.01 variance is added on each pixel of normalized image to
generate the Gaussian-Noise dataset. Experimental results are
shown in Table 3. It can be seen that, the proposed AP-loss
outperforms all other methods not only on normal images,
but also on all these perturbation images. We also use
another adversarial attack method DeepFool [56] to evaluate
the models. Different from other perturbation methods in
Table 3, DeepFool can evaluate the robustness by measuring
the minimal perturbation that is sufficient to change the
predictions of model. Thus, a larger minimal perturbation
indicates stronger robustness towards adversarial examples.
We slightly generalize this method from attacking classifier
to attacking detector. We observe that AP-loss have better
results than other methods, which demonstrates its robust-
ness against adversarial attacks.

4.2.3 Comparison on Different Optimization Methods
We also compare our optimization method with the ap-
proximate gradient method [30], [35] and structured hinge
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Fig. 8. (a) Convergence curves of different AP-loss optimizations on
VOC2007 trainval set. (b) Final convergence values of AP-loss in
different imbalance conditions. Dashed line means the loss cannot
converge from the ImageNet pre-trained model. (Best viewed in color)

loss method [34]. Both methods [30], [35] approximate the
AP-loss with a smooth expectation and envelope function,
respectively. Following their guidance, we replace the step
function in AP-loss with a sigmoid function to constrain the
gradient to neither zero nor undefined, while still keeping
the shape similar to the original function. Similar to [35], we
adopt the log space objective function, i.e. log(AP + ε), to
allow the model to quickly escape from the initial state.
Convergence Performance: We train the detector on
VOC2007 trainval set and turn off the bounding box
regression task. The convergence curves shown in Fig. 8a
reveal some essential observations. It can be seen that AP-
loss optimized by approximate gradient method does not
even converge, likely because its non-convexity and non-
quasiconvexity fail on a direct gradient descent method.
Meanwhile, AP-loss optimized by the structured hinge loss
method [34] converges slowly and stabilizes near 0.8, which
is significantly worse than the asymptotic limit of AP-loss
optimized by our error-driven update scheme. The reason is
that this method does not optimize the AP-loss directly but
rather an upper bound of it. As mentioned before, the struc-
tured hinge loss introduces a gap, which is controlled by a
discriminant function [34]. In ranking task, the discriminant
function is hand-picked and has an AUC-like form, which
may cause variability in optimization.
Study on Imbalance Condition: Note that our experimental
results in Fig. 8a are different from what was reported
in [30], [34], where they observed several improvements
compared to the baseline model. In [30], [34], experiments
were conducted on the two stage detector R-CNN with
about 2000 pre-computed proposals generated using selec-
tive search algorithm [8]. However, in our experimental
setting, the one-stage detectors have about 105 ∼ 106

anchors in one image. Thus, the imbalance issue in [30],
[34] are relatively moderate in comparison, which makes
it easier for AP-loss optimization. To verify this point, we
evaluate these optimization methods at different imbalance
conditions. Specifically, we simulate different imbalance
cases by using a pre-trained RPN [1] to produce different
number of proposals for each training image. Unlike typical
two-stage detection, we turn off the regression branch in
RPN, so that our proposals are exactly the anchors with
high probability of containing an object. The union set over
those proposal anchors and the true positive anchors are
then treated as the valid training samples for the one-stage
detector. We vary the number of proposals generated by RP-
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Fig. 9. Memory cost of different training losses. All models are based on
RetinaNet-ResNet50 and evaluated on PASCAL VOC dataset.

N in each image to simulate different imbalance conditions.
Results are shown in Fig. 8b. The dashed line means the
loss cannot converge from the ImageNet pre-trained model,
but can converge from some model snapshots which are
trained with less proposals. Specifically, we use the snapshot
model trained with 2000 proposals for 10 epochs. It can
be seen that, as the number of proposals increases, i.e. the
imbalance rate grows, the final AP-loss after optimized by
structured hinge loss converge appears to be increasingly
higher than that of the proposed error-driven method. The
approximate gradient method keeps a good performance
when the number of proposals is less than 4000. However,
when the number of proposals is greater than 8000, the loss
can only converge from the model snapshot trained with
less proposals. This is because the AP-loss is non-convex, a
good initial state is important to prevent from falling into
local minimum. Note that the proposed method keeps a
steady final convergence value consistently over different
imbalance conditions, which demonstrates its consistency
and independence against increasing number of training
samples.

4.3 Memory and Time Cost

As mentioned before, the proposed AP-loss training algo-
rithm somewhat suffers from the high complexity due to
the need of pairwise differences computation. However, we
notice that both memory and time cost of AP-loss training
algorithm can be significantly reduced with the proposed
acceleration techniques introduced in Section 3.4.4. To ver-
ify its effectiveness, the memory and time cost of AP-loss
training algorithm are studied through several experiments.

4.3.1 Memory Cost
Here, we study the memory cost of the proposed method.
The experiments are conducted on PASCAL VOC dataset
with the detection model fixed to RetinaNet-ResNet50.
Without these acceleration techniques, the difference trans-
formation cannot fit into the GPU memory even with small
batch sizes. Therefore, we only evaluate our algorithm with
these acceleration techniques. Results are shown in Fig. 9.
It is worth noting that the memory costs are only estima-
tions. We first evaluate the detection model without a loss
(with backward propagation still enable). Then, the detec-
tion model combined with different losses are evaluated.
Therefore, the memory cost for the loss computation can be
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Fig. 10. Time cost of AP-loss and complete iteration. Batch size equals
8. Only 1 GPU is used. Model are based on RetinaNet-ResNet50 and
evaluated on PASCAL VOC dataset.

simply inferred by measuring the differences. Though some
increases are observed in the memory cost of our method
than that of Focal-Loss [6] and OHEM [2], it is still negligible
compared to the total memory cost of neural network. We
can also find that the memory cost scales linearly with
the batch size, which verifies our estimated O(|N |) space
complexity in Section 3.4.4.

4.3.2 Time Cost
In this section, the time costs of training algorithm are eval-
uated. Experiments are conducted on PASCAL VOC dataset
with the detection model fixed to RetinaNet-ResNet50. For
simplicity, we use only a single GPU for training here. As
studied in Table 1, the hyper-parameter δ is selected based
on the detection performance. As mentioned before, we
argue that the training algorithm is going faster along with
the increasing performance of detection model. To verify
this statement, we trace and report the time cost of both
AP-loss and complete training iteration during the whole
training phase. Results are shown in Fig. 10. It shows that
the time cost of AP-loss is rapidly reduced to 0.3(s) only after
1.5 × 104 iterations from the beginning and then stabilized
as the minimum. Safe to say, the averaged time cost over
the entire training phase is basically close to the minimal
time cost at the final convergence stage. We also note that
the overall training cost appears to be strongly linked to the
loss time cost; any improvements to the loss cost is crucial
to the overall time cost.

We also evaluate the complexities with different losses
and bath sizes. The time costs of AP and other losses are
recorded and averaged over the last epoch in the training
phase. Results are shown in Fig. 11. We observe that Focal-
Loss has the lowest time cost and the time cost almost
stays the same when the batch size increases. The reason
is that Focal-Loss treats each sample independently so it
likely benefited the most from the parallel computation
in GPU. However, the other losses such as OHEM, AUC-
loss and AP-loss all require sequential computing, which is
the dominant factor of their lower speeds. We emphasize
here that, though the AP-loss has higher cost than both
OHEM and Focal-Loss, it is still an acceptable option due
to the following justifications: 1) relatively small impact
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Fig. 11. Time cost of different training losses. All models are based on
RetinaNet-ResNet50 and evaluated on PASCAL VOC dataset.

(about 1/3 of cost) to the complete training iteration, 2)
faster convergence rate (See Fig. 8), 3) better performance
with equal efficiency at test-time. In addition, we observe
good scalability of our algorithm. As mentioned in Section
3.4.4, the time complexity of AP-loss is O(|P| · |N̂ | + |N |),
which indicates that the time cost will increase quadratically
with the increase in batch size. However, we only observe
almost linear increase in our experiments. The reason for
this lies in the computation for {L, x}ij in each iteration
which is implemented through parallel computing in GPU.
In practice, this translates to a real complexity of about
O(|P|+ |N |).

4.4 Benchmark Results

With the settings selected in ablation study, we conduct
experiments to compare the proposed detector to state-of-
the-art one-stage detectors on three widely used benchmark,
i.e. VOC2007 test, VOC2012 test and COCO test-dev
sets. Our detector is RetinaNet trained with AP-loss. We
use ResNet-101 as backbone networks instead of ResNet-
50 in ablation study. We resize the input image to 500/800
pixels for its shorter side in testing (for the detector AP-
loss500/800 respectively). Table 4, Table 5, Table 6 list the
benchmark results comparing to recent state-of-the-art one-
stage detectors such as DSOD [17], DES [40], RetinaNet [6],
RefineDet [18], PFPNet [41], RFBNet [42], state-of-the-art
two-stage detectors such as Deformable R-FCN [63], Mask-
RCNN [4], Libra-RCNN [44], Cascade-RCNN [5], SNIP [65],
TridentNet [66] and recent anti-imbalance methods - GH-
M [22] and DR-loss [45] (some of these results are includ-
ed in Supplementary). After that, Fig. 12 illustrates some
detection results of our detector on COCO dataset. In the
testing phase, our detector has the same detection speed (i.e.,
∼11 fps on one NVidia TitanX GPU) as RetinaNet500 [6]
since it does not change the network architecture for infer-
ence.

4.4.1 PASCAL VOC
The experimental results on PASCAL VOC2007 and
VOC2012 are shown in Table 4 and Table 5 respectively. It
can be seen that our detector surpasses all other methods
for both single-scale and multi-scale testing in both two
benchmarks. Compared to the closest competitor, PFPNet-
R512 [41], our detector achieves a 1.6% improvement (83.9%
vs. 82.3%) on VOC2007 dataset, and a 2.8% improvement
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TABLE 4
Detection results on VOC2007 test set.

Method Backbone mAP50 aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv

Two-Stage:
Faster [1] ResNet-101 76.4 79.8 80.7 76.2 68.3 55.9 85.1 85.3 89.8 56.7 87.8 69.4 88.3 88.9 80.9 78.4 41.7 78.6 79.8 85.3 72.0
ION [59] VGG-16 76.5 79.2 79.2 77.4 69.8 55.7 85.2 84.2 89.8 57.5 78.5 73.8 87.8 85.9 81.3 75.3 49.7 76.9 74.6 85.2 82.1

MR-CNN [60] VGG-16 78.2 80.3 84.1 78.5 70.8 68.5 88.0 85.9 87.8 60.3 85.2 73.7 87.2 86.5 85.0 76.4 48.5 76.3 75.5 85.0 81.0
R-FCN [12] ResNet-101 80.5 79.9 87.2 81.5 72.0 69.8 86.8 88.5 89.8 67.0 88.1 74.5 89.8 90.6 79.9 81.2 53.7 81.8 81.5 85.9 79.9

CoupleNet [61] ResNet-101 82.7 85.7 87.0 84.8 75.5 73.3 88.8 89.2 89.6 69.8 87.5 76.1 88.9 89.0 87.2 86.2 59.1 83.6 83.4 87.6 80.7
Revisiting-RCNN [62] ResNet-101+152 84.0 89.3 88.7 80.5 77.7 76.3 90.1 89.6 89.8 72.9 89.2 77.8 90.1 90.0 87.5 87.2 58.6 88.2 84.3 87.5 85.0

One-Stage:
YOLOv2 [14] DarkNet-19 78.6 - - - - - - - - - - - - - - - - - - - -
DSOD300 [17] DS/64-192-48-1 77.7 - - - - - - - - - - - - - - - - - - - -

SSD512* [2] VGG-16 79.8 84.8 85.1 81.5 73.0 57.8 87.8 88.3 87.4 63.5 85.4 73.2 86.2 86.7 83.9 82.5 55.6 81.7 79.0 86.6 80.0
SSD513 [16] ResNet-101 80.6 84.3 87.6 82.6 71.6 59.0 88.2 88.1 89.3 64.4 85.6 76.2 88.5 88.9 87.5 83.0 53.6 83.9 82.2 87.2 81.3

DSSD513 [16] ResNet-101 81.5 86.6 86.2 82.6 74.9 62.5 89.0 88.7 88.8 65.2 87.0 78.7 88.2 89.0 87.5 83.7 51.1 86.3 81.6 85.7 83.7
DES512 [40] VGG-16 81.7 87.7 86.7 85.2 76.3 60.6 88.7 89.0 88.0 67.0 86.9 78.0 87.2 87.9 87.4 84.4 59.2 86.1 79.2 88.1 80.5

RFBNet512 [42] VGG-16 82.2 - - - - - - - - - - - - - - - - - - - -
PFPNet-R512 [41] VGG-16 82.3 - - - - - - - - - - - - - - - - - - - -
RefineDet512 [18] VGG-16 81.8 88.7 87.0 83.2 76.5 68.0 88.5 88.7 89.2 66.5 87.9 75.0 86.8 89.2 87.8 84.7 56.2 83.2 78.7 88.1 82.3

AP-loss500 ResNet-101 83.9 87.2 88.3 85.9 80.5 73.6 87.9 89.5 89.8 71.6 88.8 77.4 88.8 89.8 89.3 87.0 63.3 86.6 81.5 87.8 83.1

PFPNet-R512+ [41] VGG-16 84.1 - - - - - - - - - - - - - - - - - - - -
RefineDet512+ [18] VGG-16 83.8 88.5 89.1 85.5 79.8 72.4 89.5 89.5 89.9 69.9 88.9 75.9 87.4 89.6 89.0 86.2 63.9 86.2 81.0 88.6 84.4

AP-loss500+ ResNet-101 84.9 88.9 89.6 87.8 81.7 76.2 89.0 89.5 89.8 74.8 87.9 79.3 88.6 89.8 88.7 87.7 66.5 86.7 84.2 88.4 85.4

+ denotes multi-scale testing.

TABLE 5
Detection results on VOC2012 test set.

Method Backbone mAP50 aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv

Two-Stage:
Faster [1] ResNet-101 73.8 86.5 81.6 77.2 58.0 51.0 78.6 76.6 93.2 48.6 80.4 59.0 92.1 85.3 84.8 80.7 48.1 77.3 66.5 84.7 65.6
ION [59] VGG-16 76.4 87.5 84.7 76.8 63.8 58.3 82.6 79.0 90.9 57.8 82.0 64.7 88.9 86.5 84.7 82.3 51.4 78.2 69.2 85.2 73.5

MR-CNN [60] VGG-16 73.9 85.5 82.9 76.6 57.8 62.7 79.4 77.2 86.6 55.0 79.1 62.2 87.0 83.4 84.7 78.9 45.3 73.4 65.8 80.3 74.0
R-FCN [12] ResNet-101 77.6 86.9 83.4 81.5 63.8 62.4 81.6 81.1 93.1 58.0 83.8 60.8 92.7 86.0 84.6 84.4 59.0 80.8 68.6 86.1 72.9

CoupleNet [61] ResNet-101 80.4 89.1 86.7 81.6 71.0 64.4 83.7 83.7 94.0 62.2 84.6 65.6 92.7 89.1 87.3 87.7 64.3 84.1 72.5 88.4 75.3
Revisiting-RCNN [62] ResNet-101+152 81.2 89.6 86.7 83.8 72.8 68.4 83.7 85.0 94.5 64.1 86.6 66.1 94.3 88.5 88.5 87.2 63.7 85.6 71.4 88.1 76.1

One-Stage:
YOLOv2 [14] DarkNet-19 73.4 86.3 82.0 74.8 59.2 51.8 79.8 76.5 90.6 52.1 78.2 58.5 89.3 82.5 83.4 81.3 49.1 77.2 62.4 83.8 68.7
DSOD300 [17] DS/64-192-48-1 76.3 89.4 85.3 72.9 62.7 49.5 83.6 80.6 92.1 60.8 77.9 65.6 88.9 85.5 86.8 84.6 51.1 77.7 72.3 86.0 72.2

SSD512* [2] VGG-16 78.5 90.0 85.3 77.7 64.3 58.5 85.1 84.3 92.6 61.3 83.4 65.1 89.9 88.5 88.2 85.5 54.4 82.4 70.7 87.1 75.6
SSD513 [16] ResNet-101 79.4 90.7 87.3 78.3 66.3 56.5 84.1 83.7 94.2 62.9 84.5 66.3 92.9 88.6 87.9 85.7 55.1 83.6 74.3 88.2 76.8

DSSD513 [16] ResNet-101 80.0 92.1 86.6 80.3 68.7 58.2 84.3 85.0 94.6 63.3 85.9 65.6 93.0 88.5 87.8 86.4 57.4 85.2 73.4 87.8 76.8
DES512 [40] VGG-16 80.3 91.1 87.7 81.3 66.5 58.9 84.8 85.8 92.3 64.7 84.3 67.8 91.6 89.6 88.7 86.4 57.7 85.5 74.4 89.2 77.6

PFPNet-R512 [41] VGG-16 80.3 91.6 85.8 82.0 70.0 64.4 84.8 85.8 91.2 63.6 85.6 64.1 90.0 88.5 87.8 87.4 59.1 87.4 73.0 88.2 76.1
RefineDet512 [18] VGG-16 80.1 90.2 86.8 81.8 68.0 65.6 84.9 85.0 92.2 62.0 84.4 64.9 90.6 88.3 87.2 87.8 58.0 86.3 72.5 88.7 76.6

AP-loss500 ResNet-101 83.1 90.4 88.6 84.6 73.4 69.3 86.2 85.8 94.8 69.2 88.9 68.2 94.2 90.6 90.1 89.9 64.3 88.3 76.8 90.1 77.5

PFPNet-R512+ [41] VGG-16 83.7 93.1 89.8 85.5 75.0 71.6 87.7 89.6 93.7 69.1 88.2 66.6 92.4 90.6 90.7 90.1 64.0 89.9 75.5 88.7 81.6
RefineDet512+ [18] VGG-16 83.5 92.2 89.4 85.0 74.1 70.8 87.0 88.7 94.0 68.6 87.1 68.2 92.5 90.8 89.4 90.2 64.1 89.8 75.2 90.7 81.1

AP-loss500+ ResNet-101 84.5 91.8 90.2 87.2 75.0 73.7 87.9 88.5 95.4 72.0 88.2 68.8 94.3 91.3 90.3 91.5 67.0 89.6 77.8 90.2 80.3

+ denotes multi-scale testing.

(83.1% vs. 80.3%) on VOC2012 dataset. With the multi-scale
testing, our detector achieves a 0.8% improvement (84.9% vs.
84.1%) on VOC2007 dataset, a 0.8% improvement (84.5% vs.
83.7%) on VOC2012 dataset. Note that both RefineDet [18]
and PFPNet [41] have more advanced detection pipeline
than our baseline model RetinaNet [6]. This implies such
great improvements are not only from the stronger back-
bone model (ResNet-101 vs. VGG-16), but also from the
proposed AP-loss training method. To better understand
where the performance gain comes from, we also evaluate
the ResNet-101 model with different training losses such
as OHEM, Focal Loss and AUC-Loss. Compared to the
closest competitor Focal Loss, our AP-loss achieves a 0.9%
improvement (83.9% v.s. 83.0%) on VOC2007 and a 0.8%
improvement (83.1% v.s. 82.3%) on VOC2012. More detailed
results are shown in Supplementary.

4.4.2 MS COCO
The experimental results on MS COCO are shown in Table 6.
Our detector outperforms all other methods for both single-

scale and multi-scale testing. Compared to the baseline
model RetinaNet500 [6], our detector achieves a 3.0% im-
provement (37.4% vs. 34.4%) on COCO dataset. Compared
to the closest competitor RefineDet512 [18], our detector
achieves a 1.0% improvement (37.4% vs. 36.4%) with single-
scale testing, and a 0.3% improvement (42.1% vs. 41.8%)
with multi-scale testing. In 800 pixel resolution, our detec-
tor achieves a 1.7% improvement over the baseline model
RetinaNet, and a 0.2% improvement over the SOTA anti-
imbalance method DR-loss. Besides, we also evaluate the
ResNet-101 model with other training losses such as OHEM,
Focal Loss and AUC-Loss. Compared to the closest com-
petitor OHEM, our AP-loss achieves a 1.0% improvement
(37.4% v.s. 36.4%) on COCO dataset. More detailed results
are shown in Supplementary.

At this juncture, we strongly emphasize that this verifies
the effectiveness of our AP-loss since a significant gain
in performance can be accomplished by simply replacing
the Focal-loss with the AP-loss without whistle and bells,
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TABLE 6
Detection results on COCO test-dev set.

Method Backbone AP AP50 AP75 APS APM APL AR1 AR10 AR100 ARS ARM ARL

Two-Stage:
Def-R-FCN [63] A-Inc-Res 37.5 58.0 40.8 19.4 40.1 52.5 - - - - - -
Mask-RCNN [4] ResNet-101 38.2 60.3 41.7 20.1 41.1 50.2 - - - - - -
Libra-RCNN [44] ResNet-101 41.1 62.1 44.7 23.4 43.7 52.5 - - - - - -

Cascade-RCNN [5] ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2 - - - - - -
Revisiting-RCNN [62] ResNet-101+152 43.1 66.1 47.3 25.8 45.9 55.3 - - - - - -

Grid-RCNN [64] ResNeXt-101 43.2 63.0 46.6 25.1 46.5 55.2 - - - - - -
SNIP [65] DPN-98 45.7 67.3 51.1 29.3 48.8 57.1 - - - - - -

TridentNet [66] ResNet-101-Def 46.8 67.6 51.5 28.0 51.2 60.5 - - - - - -

One-Stage:
YOLOv2 [14] DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5 20.7 31.6 33.3 9.8 36.5 54.4
DSOD300 [17] DS/64-192-48-1 29.3 47.3 30.6 9.4 31.5 47.0 27.3 40.7 43.0 16.7 47.1 65.0

SSD512* [2] VGG-16 28.8 48.5 30.3 10.9 31.8 43.5 26.1 39.5 42.0 16.5 46.6 60.8
DSSD513 [16] ResNet-101 33.2 53.3 35.2 13.0 35.4 51.1 28.9 43.5 46.2 21.8 49.1 66.4
DES512 [40] VGG-16 32.8 53.2 34.6 13.9 36.0 47.6 28.4 43.5 46.2 21.6 50.7 64.6

RFBNet512 [42] VGG-16 33.8 54.2 35.9 16.2 37.1 47.4 - - - - - -
PFPNet-R512 [41] VGG-16 35.2 57.6 37.9 18.7 38.6 45.9 - - - - - -
RefineDet512 [18] VGG-16 33.0 54.5 35.5 16.3 36.3 44.3 28.3 46.4 50.6 29.3 55.5 66.0
RefineDet512 [18] ResNet-101 36.4 57.5 39.5 16.6 39.9 51.4 30.6 49.0 53.0 30.0 58.2 70.3
RetinaNet500 [6] ResNet-101 34.4 53.1 36.8 14.7 38.5 49.1 - - - - - -
RetinaNet800 [6] ResNet-101 39.1 59.1 42.3 21.8 42.7 50.2 - - - - - -
CornerNet [19] Hourglass-104 40.5 56.5 43.1 19.4 42.7 53.9 35.3 54.3 59.1 37.4 61.9 76.9
GHM800 [22] ResNet-101 39.9 60.8 42.5 20.3 43.6 54.1 - - - - - -

DR-lossfixed800 [45] ResNet-101 40.6 60.7 43.9 22.9 43.7 51.9 - - - - - -
AP-loss500 ResNet-101 37.4 58.6 40.5 17.3 40.8 51.9 31.3 50.9 54.1 29.8 59.5 73.6
AP-loss800 ResNet-101 40.8 63.7 43.7 25.4 43.9 50.6 33.2 53.3 56.9 39.5 60.3 69.9

PFPNet-R512+ [41] VGG-16 39.4 61.5 42.6 25.3 42.3 48.8 - - - - - -
RefineDet512+ [18] VGG-16 37.6 58.7 40.8 22.7 40.3 48.3 31.4 52.4 61.3 41.6 65.8 75.4
RefineDet512+ [18] ResNet-101 41.8 62.9 45.7 25.6 45.1 54.1 34.0 56.3 65.5 46.2 70.2 79.8

AP-loss500+ ResNet-101 42.1 63.5 46.4 25.6 45.0 53.9 34.1 55.9 60.5 39.7 64.5 77.6

+ denotes multi-scale testing.
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Fig. 12. Some detection examples on COCO dataset. The detector is RetinaNet-500 trained by AP-loss, and the backbone model is ResNet-101.
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without relying on advanced techniques such as deformable
convolution [63], SNIP [65], group normalization [67], etc.
We conjecture that the detector performance could be fur-
ther improved with these additional techniques.

5 CONCLUSION

In this paper, we address the class imbalance issue in one-
stage object detectors by replacing the classification sub-
task with a ranking sub-task, and proposing to solve the
ranking task with AP-Loss. Due to non-differentiability and
non-convexity of the AP-loss, we propose a novel algorithm
to optimize it based on error-driven update scheme from
perceptron learning. We provide a grounded theoretical
analysis of the proposed optimization algorithm. Experi-
mental results show that our approach can significantly
improve the state-of-the-art one-stage detectors.
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