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Inferring User Image-Search Goals Under the
Implicit Guidance of Users

Zheng Lu, Xiaokang Yang, Senior Member, IEEE, Weiyao Lin, Hongyuan Zha, and Xiaolin Chen

Abstract—The analysis of user search goals for a query can
be very useful in improving search engine relevance and user
experience. Although the research on inferring user goals or
intents for text search has received much attention, little has
been proposed for image search. In this paper, we propose to
leverage click session information, which indicates high correla-
tions among the clicked images in a session in user click-through
logs, and combine it with the clicked images’ visual information
for inferring user image-search goals. Since the click session in-
formation can serve as past users’ implicit guidance for clustering
the images, more precise user search goals can be obtained. Two
strategies are proposed to combine image visual information with
the click session information. Furthermore, a classification risk
based approach is also proposed for automatically selecting the
optimal number of search goals for a query. Experimental results
based on a popular commercial search engine demonstrate the
effectiveness of the proposed method.

Index Terms—Click-through logs, goal images, image-search
goals, semi-supervised clustering, spectral clustering.

1. INTRODUCTION

N WEB SEARCH applications, users submit queries (i.e.,

some keywords) to search engines to represent their search
goals. However, in many cases, queries may not exactly rep-
resent what they want since the keywords may be polysemous
or cover a broad topic and users tend to formulate short
queries rather than to take the trouble of constructing long
and carefully stated ones [1]-[3]. Besides, even for the same
query, users may have different search goals. Fig. 1 shows
some example user image-search goals discussed in this paper.
Each goal in Fig. 1 is represented by an image example. From
Fig. 1 and our experimental results, we find that users have
different search goals for the same query due to the following
three reasons.
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1) Multi-concepts: a keyword may represent different
things. For example, besides being a kind of fruit,
“apple” is endowed with new concepts by Apple, Inc.

2) Multi-forms: the same thing may have different forms.
Take “Bumblebee” in the film Transformers as an exam-
ple. It has two modes: car mode and humanoid mode.
These two modes are the two forms of “Bumblebee.”

3) Multi-representations: in image search, the same thing
can be represented from different angles of view such
as the query leaf. It can be represented in a real scene
or by a close-up.

Inferring user search goals is very important in improving
search-engine relevance and user experience. Normally, the
captured user image-search goals can be utilized in many
applications. For example, we can take user image-search
goals as visual query suggestions [4] to help users reformulate
their queries during image search. Besides, we can also
categorize search results [5] for image search according to the
inferred user image-search goals to make it easier for users
to browse. Furthermore, we can also diversify and re-rank
the results retrieved for a query [6], [7] in image search with
the discovered user image-search goals. Thus, inferring user
image-search goals is one of the key techniques in improving
users’ search experience.

However, although there has been much research for text
search [8]-[12], few methods were proposed to infer user
search goals in image search [4], [13]. Some works try to
discover user image-search goals based on textual information
(e.g., external texts including the file name of the image file,
the URL of the image, the title of the web page that contains
that image and the surrounding texts in image search results
[14] and the tags given by users [4]). However, since external
texts are not always reliable (i.e., not guaranteed to precisely
describe the image contents) and tags are not always available
(i.e., the images may not have corresponding tags that need
to be intentionally created by users), these textual information
based methods still have limitations.

It should be possible to infer user image-search goals with
the visual information of images (i.e., image features) since
different image-search goals usually have particular visual
patterns to be distinguished from each other. However, since
there are semantic gaps [15] between the existing image
features and the image semantics, inferring user image-search
goals by visual information is still a big challenge. Therefore,
in this paper, we propose to introduce additional information
sources to help narrow these semantic gaps.
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Fig. 1. Different user image-search goals represented by image examples in
image search by our experiment.

Intuitively, the click-through information from the past users
can provide good guidance about the semantic correlation
among images. By mining the user click-through logs, we can
obtain two kinds of information: the click content information
(i.e., the visual information of the clicked images) and the click
session information (i.e., the correlation information among
the images in a session). Commonly, a session [16] in user
click-through logs is a sequence of queries and a series of
clicks by the user toward addressing a single information need.
In this paper, we define a session in image search as a single
query and a series of clicked images as illustrated in Fig. 2.
Usually, the clicked images in a session have high correlations.
This correlation information provides hints on which images
belong to the same search goal from the viewpoint of image se-
mantics. Therefore, in this paper, we propose to introduce this
correlation information (named as click session information in
this paper) to reduce the semantic gaps between the existing
image features and the image semantics. More specifically, we
propose to cluster the clicked images for a query in user click-
through logs under the guidance of click session information
to infer user image-search goals. With the introduction of the
correlation information, the reliability of visual features can
be improved.

The contributions in this paper can be described as follows.

1) We propose a new framework that combines image
visual information and click session information for
inferring user image-search goals for a query. In this
way, more precise image-search goals can be achieved.

2) We propose two strategies (i.e., the edge-reconstruction-
based strategy and the goal-image-based strategy) to
effectively implement the process of combining image
visual information with click session information. We
also propose to introduce spectral clustering for handling
the arbitrary cluster shape scenario during clustering.

3) Since different queries may have different number of
search goals (e.g., some queries may have two goals
while others may have three goals as in Fig. 1), we
further propose a classification risk (CR)-based approach
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Fig. 2. Session for the query apple in user click-through logs. (a) Search
results returned by the search engine. The check marks mean that the images
were clicked by the user. (b) Session in user click-through logs.

to automatically decide the optimal number of search
goals for a query.

The rest of this paper is organized as follows. Section
I introduces some related works. The framework of our
approach is described in Section III. Section IV introduces
the edge-reconstruction-based strategy to combine image vi-
sual information with click session information and Section
V introduces the the goal-image-based strategy. Section VI
describes the clustering method for achieving search goals as
well as the CR-based approach to optimize the number of user
search goals. The experimental results are given in Section VIL
Section VIII concludes the paper.

II. RELATED WORK

In recent years, the research on inferring user goals or in-
tents for text search has received much attention [8]—[11], [17].
Many early researches define user intents as navigational and
informational, [8], [9] or by some specific predefined aspects,
such as product intent and job intent [10]. Some works focus
on tagging queries with more hierarchical predefined concepts
to improve feature representation of queries [17]. However,
in fact, these applications belong to query classification. User
search goals and the number of them should be arbitrary and
not predefined. Some works analyze the clicked documents
(i.e., click content information) for a query in user click-
through logs to explore user goals [11]. However, the click
session information is not fully utilized.

Although there has been much research on inferring user
goals for text search, few methods were proposed in image
search [4], [13]. Zha et al. [4] try to capture user goals to
give visual suggestions for a query in image search. They first
select some tag words as textual suggestions by satisfying two
properties: relatedness and informativeness. Then, they collect
the images associated with a suggested keyword and cluster
these images to select representative images for the keyword.
However, the good performance of their method depends on
the precision of tags (i.e., tags that are manually created by
users, such as the tags in Flickr [18]). In many web image
search engines, manual tags are not available and only external
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Fig. 3. Framework of our approach.

texts are achievable (e.g., Baidu image [19] and Google image
[20]). In these cases, the performance of [4] may be decreased
by using external texts as the external texts are not as reliable
as tags.

The research on diversity in retrieval [6], [7], [21], [22]
is relevant to user goal inference. It aims to diversify the
results retrieved for an ambiguous query, with the hope that
at least one of the interpretations of the query intent will
satisfy the user. In early works, Carbonell ef al. [21] introduced
marginal relevance into text retrieval by combining query-
relevance with information-novelty. This information-novelty
can be considered as low-level textual content novelty. Recent
works [6], [7] model the diversity based on a set of sub-
queries. The sub-queries are generated by simply clustering
the documents in search results or by query expansion. This
diversity can be considered as high-level semantic diversity.
The research on diversity in image retrieval has just started
[22]. We consider the diversity and novelty of image retrieval
as high-level image semantic diversity and low-level visual
content novelty, respectively. The inferred user image-search
goals in this paper can exactly be utilized to diversify the
image search results from high-level image semantics.

Our goal-inference method is based on image clustering
using similarity graphs. There has been some research on
image clustering with different types of information [14], [23].
Cai et al. [14] first use textual and link information to cluster
the images in web pages, and then they use visual information
to further cluster the images in each cluster. They consider
that a single web page often contains multiple semantics and
the blocks in a page containing different semantics (instead of
pages) should be regarded as information units to be analyzed.
They define link information as the relationships between
page, block, and image. However, when we cluster the images
for a query to infer user goals, there are no such blocks or link
information. Instead, we use click information in this paper.
Cheng et al. [23] first divide a session into the positive part &+
and the negative part £~. After that, they merge the positive
parts into chunklets only if the positive parts contain an
image in common, and the edges between chunklets are then
added if the images in £&* and £~ of a session appear in two
chunklets, respectively. Finally, clustering is implemented on
the chunklet graph. Although their method tried to introduce
user information for facilitating visual information, it still has
limitations since this method requires the users to identify &*
and & in each session. However, in real data, it is difficult
to divide &* and &~ precisely and ensure that the images in
a chunklet will not appear in both &* and &~ of a session

simultaneously. Poblete et al. [24] propose to use queries to
reduce the semantic gap. They define the semantic similarity
graph as an undirected bipartite graph, whose edges connect
a set of relative queries and the clicked images for these
queries. However, if the set of queries are irrelative, there
may be few or no images shared by multiple queries (e.g., the
users submitting the different queries do not click the same
image). In this case, the queries and their clicked images in
the bipartite graph are independent and the semantic similarity
graph cannot provide any semantic information. This situation
often happens if we randomly select a small set of queries from
query logs (i.e., do not purposely select the specific relative
queries). Comparatively, in this paper, we use the clicks by
different users for the same query to reduce the semantic gap.
Thus, our algorithm is flexible to construct the semantic simi-
larity graph for an individual query instead of a set of queries.

III. FRAMEWORK OF OUR APPROACH

The framework of our proposed user image-search goal
inference method is shown in Fig. 3. Our framework includes
four steps.

1) Step I: We first extract the visual information of the
clicked images from user click-through logs. Normally, the
images clicked by the users with the same search goal should
have some common visual patterns, while the images clicked
by the users with different search goals should have differ-
ent visual patterns to be distinguished from each other. For
example, for the query apple, there must be some visual
patterns to distinguish fruit apples from phones. Therefore,
it is intuitive and reasonable to infer user image-search goals
by clustering all users’ clicked images for a query with image
visual information and use each cluster to represent one search
goal. In this paper, we extract three types of image visual
features (i.e., color, texture, and shape features) containing
color moments (CMG) [16], color correlogram (CC) [6], co-
occurrence texture (CT) [4], local binary pattern (LBP) [14],
and edge auto-correlogram (EAC) [13]. We concatenate the
above five feature channels to get the feature vector for each
image.

At the same time, we also extract the click session informa-
tion from user click-through logs. We consider that the clicked
images in a session have high correlations, which is under
the hypothesis that the user has only one search goal when
he submits a query and he just clicks those similar images.
However, in the real situation, many users may click some
noisy images. For example, even if a user only wants to search
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Fig. 4. Some real sessions for the query “apple” in our click-through logs.
The right part shows the images picked out to represent user primary goal in
each session.

1 T T T T T T T T

Primary
0.9f * connected region .
08r i 1
./ Isolated point
0.7} .
.
06 Connected region B
- -
0.5F . X, - B
- ., i
s ' '_‘__"\\
0.4F High-density point . LA 1
Neighborhood (MRS )
of the point W TR
03f R T R
._‘- - -
D 2 ' L L ' 1 L ' 1
0 0.1 0.2 0.3 04 0.5 0.6 0.7 08 09
Fig. 5. Density-based method to pick off the isolated images and pick out

the images that represent user primary goal in a session.

the fruit apple, at the beginning when he submits the query
apple, he may also click some images about iPhone and even
click some completely irrelevant images by mistake as shown
in Fig. 4(a). If these noisy images are included, the click
session information will become less meaningful. In order to
solve this problem, a denoising process needs to be performed
such that the images representing user primary goal in a
session can be picked out to reflect click session information
as shown in Fig. 4(b), and the other images in the session are
all considered as noises and will be deleted in the session.
Fig. 4(c)-(f) show another two examples. Intuitively, three
steps should be implemented: picking off the isolated images,
clustering the images into clusters that represent potential user
goals, and choosing the biggest cluster that has the most
images to represent user’s primary goal. In this paper, we
propose a density-based method instead of the above three
steps to select the images that represent user primary goal.
In Fig. 5, each point represents an image in a session, the
smallest circle represents the neighborhood of the point, the
dashed circle is the connected region, and the biggest circle
is the primary connected region. The distance between two
points is defined as follows:

L1
[1;]11;]

Dis;j=1—cos(l;, 1)) = 1 — (1

where [; is the normalized feature vector of the ith clicked
image. The density of a point is defined as the number
of the points in the neighborhood of it. The radius of the
neighborhood normally needs to be set properly. If the radius
is too large, the de-noising effect will be not obvious. If the
radius is too small, the session will contain less information.
In our experiment, we set the radius to be 0.1 according
to the experimental statistics. We find some points with the
highest densities and merge the neighborhoods of them into a
connected region if they have most of the points in common
(90% in this paper). We repeat this process until the connected
regions cannot be merged again. Finally, we choose the biggest
connected region, which has the most points, to represent
user’s primary goal. Thus, these similar images, instead of
all the images in the session are used to provide click session
information.

2) Step 2: Image visual information is combined with click
session information for further clustering by one of the two
proposed strategies, named edge-reconstruction-based strategy
and goal-image-based strategy. It should be noted that these
two strategies are alternatives by using different ways to model
the clicked images for a query with similarity graph [25].
The edge-reconstruction-based strategy utilizes click session
information to reconstruct the edges in the similarity graph,
while the goal-image-based strategy utilizes click session in-
formation to represent the vertices. The basic ideas of the two
proposed strategies are shown in Fig. 6. In Fig. 6, the smaller
points (including the circle points and the star points, which
represent the ground truth of two clusters) represent the clicked
images projected into a 2-D space according to their feature
vectors in Step 1. The dashed ellipses represent clustering
results. If we only use image visual information to cluster
the images, the clustering result may be far from satisfactory,
as in Fig. 6(a). Therefore, we propose to use click session
information for helping clustering. As mentioned, since the
click-through logs may indicate relationships among images
[e.g., images belong to the same session imply their high
correlation as the solid-line ellipses in Fig. 6(b)], by including
click session information, more precise clustering can be
achieved. Basically, our proposed edge-reconstruction-based
strategy utilizes click session information as semi-supervised
information to modify the mutual connectivity between the
images in the similarity graph, as in Fig. 6(c). Thus, a
more reasonable connectivity graph can be achieved and the
clustering results can be improved. The second proposed goal-
image-based strategy tries to fuse the images in the same
session into a super-image [named as goal image in this
paper, i.e., the bigger point in Fig. 6(d)] and the search goals
are inferred by clustering these goal images rather than the
original images. This process can be viewed as a re-sampling
process that re-samples the original images in a session into
a goal image. We will describe these two strategies in detail
in Sections IV and V, respectively.

3) Step 3: We propose to introduce spectral clustering algo-
rithm [25] to cluster the image graph that contains both image
visual information and click session information. Spectral clus-
tering is introduced in this step because clusters representing
different user goals may have arbitrary shapes in visual feature
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Fig. 6. Clustering the clicked images with the help of click session infor-
mation. The smaller points represent the clicked points. The circle and star
points represent the ground truth of two clusters. The dashed ellipses represent
clustering results. The clustering result in (a) may be far from satisfactory,
since the points are clustered without click session information. The points
in a solid-line ellipse in (b) compose a session. In (c), the points in the same
sessions are connected mutually. In (d), the bigger point represents the goal
image re-sampled from the points in a session. With the help of click session
information, the points in (c) and (d) can be clustered more appropriately.

space when clustering. For example, the shapes of the clusters
for green apples, red apples, and red laptops are spherical as
shown in Fig. 7. The edge connecting two points means that
these two images appear simultaneously in at least one session
(i.e., some past users thought that these two images should be
in one cluster). Therefore, the clusters for green apples and
red apples will be merged under the guidance of users and
the shape of the new cluster green and red apples (i.e., one of
user search goals) will turn into strip. Therefore, the cluster
shape of a user search goal can be arbitrary. Normally, the
traditional methods, such as k-means clustering and affinity
propagation (AP) clustering [26] are improper to handle these
arbitrary-shape situations. However, with the introduction of
spectral clustering, these situations can be suitably addressed.

4) Step 4: A CR-based approach is used to optimize the
number of user search goals. When clustering, we first set
the number of clusters k to be several probable values. Then
we evaluate the clustering performances for each value of &
according to the CR-based evaluation criterion. Finally, we
choose the optimal value of k to be the number of user search
goals. The detailed processes of Step 3 and Step 4 will be
described in Section VI.

IV. EDGE-RECONSTRUCTION-BASED STRATEGY TO
COMBINE IMAGE VISUAL INFORMATION WITH CLICK
SESSION INFORMATION

We model the clicked images with similarity graph [25]. The
vertices are the images and each edge is the similarity between
two images. In the edge-reconstruction-based strategy, both
image visual information and click session information are

Shape
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Fig. 7. Image clustering under the guidance of users. Each point represents
an image. The x-axis and y-axis represent color and shape features of the
image, respectively. The shapes of the clusters for green apple, red apple and
red laptop are spherical. The edge connecting two points means that these
two images appear simultaneously in at least one session.

utilized to compute similarities. Click session information can
serve as a kind of semi-supervised information [27] for more
precise clustering. In this section, we will first introduce the
notion of the similarity graph. Then, we will describe the two
steps for establishing the similarity graph. That is, Step 1,
establishing the initial graph using the visual information of
the clicked images, and Step 2, reconstructing the edges with
click session information as semi-supervised information.

A. Notion of the Similarity Graph

The similarity graph G = (V, E) is an undirected graph with
vertex set V = (vy, ---, v,). Each edge between two vertices
v; and v; carries a non-negative weight w;; > 0. The weighted
adjacency matrix of the graph is the matrix W = (w;;); j=1,....n-
If w;; = 0, this means that the vertices v; and v; are not
connected by an edge. As G is undirected, we require w;; =
wj;. The degree d; of a vertex v; € V is defined as (2). The
degree matrix D is defined as the diagonal matrix with the
degrees di, - - -, d, on the diagonal

dl‘ = Z Wij. (2)
Jj=1

B. Establishing the Initial Similarity Graph Using Image
Visual Information

In the first step, we establish the initial similarity graph
using the visual information of the clicked images. Let each
clicked image for a query in user click-through logs be a vertex
in V. Then the weight of the edge between two vertices v; and
v; is the similarity between these two images s;; as follows:

w;j = Sjj. 3)

The similarity between two images can be computed as the
cosine score of their feature vectors as

I - I;
[1;]11;]

where I; is the normalized feature vector of the ith image.

Sij = COS(Ii, Ij) =

“)
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C. Reconstructing the Edges With Click Session Information

As mentioned, since the existing image visual features may
not precisely represent image semantics, the initial graph from
the first step may still be less proper in inferring user search
goals. Thus, after establishing the initial similarity graph, we
further propose to utilize click session information as semi-
supervised information for reconstructing the edges in the ini-
tial similarity graph. Although we do not know which cluster
the clicked images in a session should be categorized into, the
past users tell us that these clicked images should be in one
cluster. Therefore, we connect the clicked images in a session
as shown in Fig. 6(c) and propose another similarity metric
between the images by utilizing click session information as

uj; < ,3

follows:
Ujj
=48
Sy {1 uij > B,

where u;; is the number of the users who clicked the images
v; and v; simultaneously. The constant 8 is for normalization.
In this paper, we set 8 to be 10th number of all the users for
a query. That is to say, if more than 10% users clicked the
images v; and v; simultaneously, we consider that these two
images are very similar and the similarity between these two
images is set to be 1.

Then we update the similarity graph by adding Si_i, into (3)
as

)

Wi = ASjj + (1 — Ot)S,‘j/ (6)

where « is the coefficient to adjust the importance of two kinds
of similarity metrics. For extreme, when « is 0, the similarity
graph is totally determined by click session information and
the feature representation of the vertices is no longer needed.
This brings big flexibility to our approach.

V. GOAL-IMAGE-BASED STRATEGY TO COMBINE IMAGE
VISUAL INFORMATION WITH CLICK SESSION
INFORMATION

In the previous section, we have described the edge-
reconstruction-based strategy that utilizes click session in-
formation to reconstruct the edges in the similarity graph.
In this section, we propose another strategy, namely, goal-
image-based strategy, which utilizes click session information
to reconstruct the vertices in the similarity graph. In the
following, we will first introduce the notion of goal image to
explain why we re-sample the clicked images. Then, we will
present how to re-sample a session (i.e., the clicked images in
a session) into a goal image.

A. Goal Image

In image search, when users submit a query, they will
usually have some vague figures or concepts in their minds
as shown in Fig. 8. For the query “apple,” some users
want to search the fruit apple. They usually know what an
apple looks like. The shape should be round and the color
should be red or green, etc. These are the common attributes
(i.e., visual patterns) of the fruit apple to distinguish the fruit

Fig. 8. Goal images. For the query apple, users will have different vague

figures or concepts in their minds. We name these vague figures goal images,
which visually reflect users’ information needs.

apple from other things. Meanwhile, other users may want to
search the computer or the cell phone of Apple Inc. These two
search goals also have their own visual patterns. Therefore,
users will use these vague figures consisting of those particular
visual patterns in their minds rather than external texts to
decide whether an image satisfies their needs. We name these
vague figures goal images. They can visually reflect users’
information needs in image search. If we can obtain the goal
image of each user, it will be feasible to infer user image-
search goals by simply clustering all users’ goal images.
However, the goal images in user minds are latent and not
expressed explicitly. Therefore, we propose to re-sample the
clicked images in a session as a whole (i.e., the session) into
the goal image. Note that since each goal image represents a
user, another advantage of re-sampling sessions into goal im-
ages is that we can easily obtain the distributions of the users
having different search goals. More specifically, the search
goal distribution of one query can be calculated by the ratio
of the goal image number in one cluster against the number of
all the goal images. With this distribution, we can know what
search goals are more frequently searched for a specific query.

B. Re-Sampling Sessions Into Goal Images

Although goal images in user minds are latent, we can
approximate them by mining user click-though logs since the
clicked images in a session represent what a user needs. A
session in image search is a series of clicked images for
a query to satisfy a single information need of the user as
shown in Fig. 2. Therefore, we re-sample the clicked images
in a session by combining them into a super-image (i.e., goal
image) as shown in Fig. 6(d).

There are two strategies to combine the images: feature
fusion and image fusion. In Fig. 9, feature fusion (i.e., late fu-
sion) first extracts features from each image in the session and
then averages the features to generate fr. The disadvantage of
feature fusion is that there is information loss when averaging.
Therefore, we also propose image fusion (i.e., early fusion)
that first collages the images and then extracts the feature
of the collage f;. However, image fusion is only suitable for
global features since global features reflect the overall statistics
of the image collage and will not be affected by the image
order in the collage. Comparatively, since local features mainly
depend on the local statistics and locations in the image, the
image order in the image collage will affect the fusion result
if image fusion is used. Thus, most local features are only
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Fig. 9. Re-sampling the clicked images in a session into the goal image by
two fusion strategies.

suitable for feature fusion. Therefore, in our paper, we fuse
the local features (i.e., CMG and LBP) by feature fusion and
fuse the global features (i.e., CC, CT and EAC) by image
fusion. Finally, we concatenate fr and f; to get the feature
representation of the goal image f,.

There are several methods to create a picture collage from a
group of images [28]. In this paper, we simply put the images
into one frame to get the mosaic collage. Note that since the
edge pixels between two images in a mosaic collage may have
sudden changes, we do not include the features extracted from
these edge pixels.

VI. CLUSTERING THE CLICKED IMAGES UNDER THE
IMPLICIT GUIDANCE OF USERS WITH SPECTRAL
CLUSTERING

The clicked images combined with click session information
have been modeled as the similarity graph. In the edge-
reconstruction-based strategy, the weighted adjacency matrix
W is obtained from (6). In the goal-image-based strategy, the
vertices become the goal images and the edge weight is the
cosine similarity between two goal images. Thus, a clustering
process can be applied on the image graph to infer user
search goals. In this section, we propose to introduce spectral
clustering [25] to perform clustering. Furthermore, since the
number of the clusters for queries may vary, it is also important
to develop new methods to deal with this varying number of
cluster problem. Therefore, we further propose a classification
risk based approach to optimize the number of the clusters.

A. Spectral Clustering on the Similarity Graph

Basically, spectral clustering finds a partition of the simi-
larity graph such that the edges between different groups have
very low weights and the edges within a group have high
weights. The spectral clustering algorithm used in this paper
is described in Algorithm 1, where ¢ is a threshold to get the
e-neighborhood graph [25] and D is the degree matrix as
defined in Section V-A. In this paper, we set ¢ to be the average
value of the weights (w;));, j=1,....n-

Algorithm 1 Spectral clustering
Require: The weighted adjacency matrix W = (w;;);, j=1,...n €
R™" number k of clusters to construct.
Let w;; =0 when w;; < €.
Compute the unnormalized Laplacian L=D — W.
Computer the first k eigenvectors uy, - -+, u; of L.
Let U € R"* be the matrix containing the vectors
uy, ---, U as columns.
s: Fori=1,---,n, lety; € R be the vector corresponding
to the ith row of U.
6: Cluster the points (y;)iz1...,, in R* with the k-means
algorithm into clusters Cy, - - -, Cy.
Ensure: Clusters Ay, ---, A with A; = {jly; € C;}.

bl A

We propose to introduce spectral clustering in our case due
to the following three reasons.

1) Spectral clustering can adaptively fit arbitrary cluster
shapes. Therefore, it can work well in our case where the
cluster shapes for different user search goals are varying,
as described in Section III, Step 3.

2) In the edge-reconstruction-based strategy, since the sim-
ilarity values are not only decided by the visual feature
of the images as in (4), but are also decided by the click
session information as in (6), it is difficult for k-means-
like clustering methods to perform proper clustering
with this kind of similarity information. However, since
spectral clustering is able to work on graphs as long as
the edge weights are available without considering how
these weights are calculated, it is suitable to cluster the
similarity graph in our case.

3) Furthermore, spectral clustering also has the advantage
of enabling the clustering based on only click session
information. For example, in the extreme case when the
visual information of the vertex (i.e., image) is totally
unreliable and the edge weight in the similarity graph
is totally decided by the click session information (i.e.,
a in (6) is 0), the traditional k-means clustering will
fail to work while the spectral clustering can still work
properly.

Furthermore, note that in order to make the inference of
user search goals robust, the isolated points (i.e., the vertices
with very low degrees) are excluded before clustering. In the
clustering process, since we do not know the exact number
k of user search goals for each query, we propose to set k
to be five different values (1, 2, - - -, 5) and perform clustering
based on these five values, respectively. After clustering, we
use those images with the highest degrees in each cluster to
represent one of user image-search goals as shown in Fig. 10.
The way to determine the best value of k will be described in
the next subsection.

B. Classification Risk-Based Approach to Determine the Num-
ber of User Search Goals

We first develop a click-classification incoherence (CCI)
metric to implicitly evaluate the performance of clustering
(i.e., the performance of user-goal inference) by utilizing click



LU et al.: INFERRING USER IMAGE-SEARCH GOALS UNDER THE IMPLICIT GUIDANCE OF USERS 401

FIEKE B E &

B e o
e B =3

Fig. 10. Images with the highest degrees in the clusters to represent user
image-search goals for the query “apple.”

-

session information. For a session after denoising, we classify
each image in the session into one of k classes according to
the clustering result. If clustering is proper, all the images in a
session should be categorized into one class since the images
clicked by one user should reflect the same search goal. If it is
not the case, user clicks and our classification are incoherent.
This incoherence can be calculated by

T

1 S; — L;
CcCl =— 7
725 @

i=1

where T is the total number of the users submitting the same
query (i.e., the sessions for the same query), S; is the number
of the images in the ith session and L; is the number of the
images in the largest class. The largest class is the class that
has the most images when classifying the images in a session.
For example, we use the denoised session Fig. 4(b) to compute
% That user considered that these six images should be in
one cluster. If we categorize four of them into Class A and the
other two into Class B, Class A is the largest class and for this
session S% = % = 0.333. In this situation the incoherence
value between user clicks and our classification is 0.333.

Smaller k usually reduces the incoherence. In an extreme
case, when we simply set k = 1 for all the queries, CCI
will always be 0. For those non-ambiguous queries, if we
categorize all the images into one class, the difference among
the images in this class may be small. In this situation, k = 1 is
reasonable. However, for those ambiguous queries, if we still
categorize all the images into one class, the difference among
the images in this class becomes very large. In this situation,
k = 1 is not reasonable. Therefore, we further introduce the
intra-class distance (ID) based on the adjacency matrix to
revise the evaluation criterion. We classify all the clicked
images into k clusters according to the clustering result. If
clustering is proper, the image pairs in the same cluster should
have short distances. We define ID as the average distance of
all the image pairs in each cluster as

N
1

k
(m)
sommmn e > (-uh®
2

m= m=1i,j=1,i<j

ID =

where N, is the number of the clicked images in the mth
cluster, anzl %”‘_1) is the total number of the image pairs
in k clusters, and w,(.}") is the edge weight of one image pair
in the mth cluster. Bigger k usually reduces the intraclass
distance.

Finally, CR, which represents the risk by improperly classi-
fying the images according to the inferred user goals, consists

of CCI and ID as follows:

CR=A-CCI+(1—-A)-ID A e0,1]. )

Thus, we cannot always set the number of user search goals
to be 1 since ID could be very large. We choose the value of
k when CR is the smallest. In order to determine the value of
A, we select 20 queries and empirically decide the number of
user search goals of these queries. Then, we cluster the images
and compute CR for different cluster numbers. We tune the
value of A to make CR the smallest when letting the number
of clusters accord with what we expected for most queries. At
last, we set A to be 0.2 in this paper.

VII. EXPERIMENTS

In this section, we will show the experimental results of
our proposed method. The dataset that we used is the query
logs from one of the most popular commercial image search
engine [19]. We randomly selected 100 queries that have more
than 1000 clicks during one day. There are average 650 unique
clicked images for a query. The average number of sessions for
a query and the average number of clicks for a session is 100
and 20, respectively. Note that in practice, most queries have
more than 100 sessions (i.e., a query searched and clicked by
100 times). Even if there are less than 100 sessions in one day,
the data collection duration can be enlarged to collect enough
sessions.

All the clicked images were downloaded according to the
image URLs in query logs. In order to further compare our
method with text based method, we additionally collect the
external texts of the images for these 100 queries. In the
following, we will first introduce the methods being compared.
Then, we will give the quantitative comparisons among differ-
ent methods. Finally, the illustrative examples and a subjective
user evaluation experiment will be given.

A. Methods Being Compared

We compare the following five non-text methods to demon-
strate the effectiveness of combining image visual information
and click session information for inferring user image-search
goals.

1) V.I K (Visual Image Kmeans): clustering the
clicked images with image visual information and
k-means clustering.

2) V.1 S (Visual Image Spectral): clustering the
clicked images with image visual information and
spectral clustering.

3) C_I S (Click Image Spectral): clustering the clicked
images with click session information and spectral clus-
tering.

4) VC_G_S (Visual-Click Goal-image Spectral): clus-
tering the goal images, which are obtained by re-
sampling the sessions with both image visual informa-
tion and click session information, with spectral cluster-
ing.

5) VC I S (Visual-Click Image Spectral): clustering
the clicked images by using both image visual informa-
tion and click session information (as semi-supervised
information) with spectral clustering.

Furthermore, we also compare our method with the following
three text based methods (i.e., using the images’ external



402 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 24, NO. 3, MARCH 2014

textual information for inferring user image-search goals).

1) T_Zha (Text_Zha): selecting the keywords (i.e., the
terms representing user goals) by satisfying relatedness
and informativeness according to Zha’s work [4], and
using the images whose external texts containing the
keywords to visually represent user goals.

2) CT_I_S (Click-Text_Image_Spectral): clustering the
clicked images by using the external texts (i.e., modeling
the images with vector space model and computing
the similarities with cosine similarity) and click ses-
sion information with spectral clustering. Note that this
method is similar to our VC_I_S algorithm and the only
difference is that the textual features are used to take the
place of the visual features.

3) VCT_I_S (Visual-Click-Text_Image_Spectral): cluster-
ing the clicked images by using the external texts,
the image visual information, and the click session
information with spectral clustering. Note that this is
the extension of our VC_I_S algorithm by including
the textual information (i.e., combining all the textual,
visual, and click-through information for inferring user
goals).

B. Quantitative Comparisons

Since the classification risk based evaluation criterion can
effectively reflect user goal inference performance when de-
ciding the number of user goals, we will use this criterion to
quantitatively evaluate the performance of different user goal
inference methods.

We first compare the five non-text based methods over all
the 100 queries. In Fig. 11, each point represents CC/ and
Intradistance (/D) of a query. If user image-search goals are
inferred properly, CCI and ID should be both small and the
point should tend to be at the lower left corner. Fig. 11(a)
compares V_I_S with V_I_K. We can see that the points
of V_I_S are closer to the lower left corner comparatively.
Therefore, V_I_S is better than V_I_K, which demonstrates
that spectral clustering is more proper than k-means clustering
when clustering the clicked images to infer user image-search
goals. Fig. 11(b) and (c) compares VC_I_S with V_I_S and
C_L_S, respectively. We can see that VC_I_S is better than
either of the two methods, which demonstrates that clustering
the clicked images with both image visual information and
click session information is better than using only one of them.
Fig. 11(d) compares the two strategies of our method and
Fig. 11(e) compares V_I_S with C_I_S.

Then, we compare the average CCI, ID, and CR quantita-
tively for all the 100 queries among the five non-text methods
as shown in Table 1. We can see that the average CRs of our
two methods are the lowest. The CR of VC_I_S is the lowest,
14.29%, 8.86%, 14.03%, and 2.37% lower than the ones of
V_I_K, V_I_S, C_1_S, and VC_G_S, respectively.

Comparing V_I_S and C_I_S, we can have the following
observations.

1) Only using click session information can still achieve
comparable performance as using image visual infor-
mation. This implies the powerfulness of click session
information in inferring user search goals.

TABLE I
AVERAGE CR, CCI, AND ID COMPARISONS
AMONG FIVE NON TEXT METHODS

Method Average CR | Average CCI | Average ID
V_I_K 0.336 0.106 0.393
V_I_S 0.316 0.092 0.372
C_L_S 0.335 0.081 0.398
VC_G_S 0.295 0.087 0.347
VC_I_S 0.288 0.084 0.339

2) The average CR of C_I_S is comparatively higher
than the one of V_I_S. This is because click session
information in our dataset is still not extremely large. For
example, in our dataset, there are average 650 unique
clicked images for a query (i.e., 650 vertices in the
similarity graph). Since the average number of sessions
for a query and the average number of clicks for a
session is 100 and 20 respectively in our dataset, click
session information only creates about 9% edges in the
similarity graph (note that a big large portion of these
edges may even overlap). It is expected that the CR of
C_I_S will be further decreased with more click-through
information.

3) Since the effectiveness of click session information
is proportional to the scale of user click data, it is
expected that the performance of C_I_S as well as
our VC_I_S/VC_G_S methods can be further improved
with more user click data. Comparatively, the improve-
ment by image visual information with the increased
visual data may become less obvious.

We summarize the comparison between our VC_I_S and

VC_G_S methods in the following.

1) The proposed edge-reconstruction-based strategy has the
advantage of performing user goal inference with only
click session information (i.e., by setting « to be 0 in
(6)). By this way, a reliable result can still be expected
even when image visual information is inaccessible or
unreliable. Comparatively, both click session informa-
tion and image visual information are required for the
goal-image-based strategy.

2) The goal-image-based strategy has the advantage of
achieving the useful distribution statistics of different
search goals for a query while such information is
inconvenient to obtain for the edge-reconstruction-based
strategy.

3) From Table I, the user goal inference performance of
the edge-reconstruction-based strategy is slightly better
than the goal-image-based strategy in CR comparison.
However, as mentioned, the performance of the edge-
reconstruction-based strategy may be further improved
if we can collect more clicks to update the similarity
graph.

Furthermore, we also compare our method (VC_I_S) with
three text based methods over all the 100 queries as shown in
Table II. We have the following observations.

1) Comparing T_Zha and CT_I_S, we can see that click

session information is also helpful when using the tex-
tual information to infer user image search goals.
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Fig. 11.

2) Comparing VC_I_S with T_Zha and CT_I_S, we can
see that our VC_I_S method works better than the text
based methods. This implies that by including the user
click-through information, the semantic gap between the
visual information and image semantics can be greatly
narrowed, making the visual information more powerful
than the external textual information in representing
image-search goals. Besides, the visual information also
has the advantage of differentiating search goals with
different visual patterns. This point will be described in
detail in the next subsection. Moreover, note that the ex-
ternal texts used in our experiments (from Baidu image
[19]) were usually short and could not tell the difference
between different goals in detail. Comparatively, since
the tags in Zha’s work (from Flickr [18]) were selected
to describe the images, their tags were more precise and
could depict the images more accurately. This is another
reason why the average CRs of T_Zha and CT_I_S are
higher than the ones of V_I_S and VC_I_S respectively
in our experiments.

3) VCT_L_S usually has the lowest average CR. It shows
that when textual information is available and reliable,
including the textual information into our algorithm (i.e.,
combining textual, visual, and click information) can
further improve the performance. The extended version
of our algorithm by combining textual, visual, and click
information has the best performance.

C. lllustrative Examples and Subjective User Evaluation

In this subsection, we will first show the illustrative ex-
amples for different user goal inference methods. For the

CCI and ID comparisons among five nontext methods. The x-axis of the points represent /D and the y-axis represents CCI.

TABLE II
AVERAGE CR, CCI, AND ID COMPARISONS AMONG OUR METHOD AND
THREE TEXT BASED METHODS

Method Average CR | Average CCI | Average ID

T_Zha 0.329 0.096 0.387
CT_I_S 0.313 0.088 0.369
VC_I_S 0.288 0.084 0.339
VCT_L_S 0.277 0.078 0.327

edge-reconstruction-based strategy (i.e., VC_1_S), we choose
the clicked images with the highest degree (i.e., d; in (2))
in each cluster to represent one of user image-search goals.
Fig. 12 shows part of the results. While for the goal-image-
based strategy (i.e., VC_G_S), the center point of the cluster
can be represented by a feature vector. We choose the clicked
image closest to the cluster center as the image example to
represent the user image-search goal as shown in Fig. 13. The
distributions of different search goals are also given beside the
image examples. From Figs. 12 and 13, we can see that both of
the two strategies of our method can infer user image-search
goals properly and these two strategies can achieve similar
clustering results.

Table III shows the query statistics over different cluster
(goal) numbers and different query types. Each cell is the
number of queries. As mentioned by Fig. 1, we can see
from Table III that most queries have multiple search goals
and different types of reasons can make the query contain
multigoals.

Furthermore, we show some illustrative examples for com-
paring non-text based methods and text based methods in Fig.
14. Fig. 14 further shows the following.
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TABLE III
QUERY STATISTICS OVER DIFFERENT CLUSTER NUMBERS AND
DIFFERENT QUERY TYPES

Numbe of clusters
(goals)
Query types 1 2 3 415
Single goal query 37 0 0 [0]O0
Multi concepts 0 5 4 1210
Multi forms 0 11 6 2|1
Multi representations 0 1511151

1) Only using single type of information (i.e., V_I_S,
C_I_S, or T_Zha) cannot achieve satisfying search
goals. V_I_S wrongly clustered the images according
to brightness for the query bird’s nest. C_I_S omitted
the iPhone goal for the query apple due to fewer clicks
on iPhone images. T_Zha obtained redundant clusters
for the query bird’s nest.

2) Comparatively, by combining click, visual and textual
information, (i.e., VC_I_S and VCT_I_S), the user
goals can be inferred properly for both queries.

Finally, we perform a user evaluation experiment to assess
whether the inferred search goals are coherent with user

sthiod Different user image-search goals Different user image-search goals
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Fig. 14. Tllustrative examples for comparing non-text based methods and

text based methods.
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Fig. 15. User judgements for five methods.

judgements. We invited 30 users evaluate the user goal infer-
ence results from the five methods, including 15 undergradu-
ates, eight graduate students, four Ph.D. candidates, and three
staff members. Their ages ranged from 20 to 52. Twenty two of
them were males and eight were females. They covered a wide
variety of majors, such as computer science, maths, economics,
literature, and so on. Twenty four of them had the experience
of using image search engines and six of them were unfamiliar
with image search. We let each user grade the performances
of five goal inference methods for ten queries (i.e., each of
the 100 queries was evaluated by three different users). The
results from different methods were randomly ordered such
that “which result belongs to which method" was unknown
to users. Five scores were provided: 1 for not satisfied, 2 for
slightly satisfied, 3 for neutral, 4 for satisfied, and 5 for very
satisfied. The scores were averaged over all queries and over
all users for each method. Fig. 15 shows the results. From
Fig. 15, we can see that our method (i.e., VC_I_S) can get
satisfying results to the users. And by combining the textual
information, the extension of our method (i.e., VCT_I_S) can
achieve the most satisfying results.

VIII. CONCLUSION

In this paper, we proposed to leverage click session informa-
tion and combine it with image visual information to infer user
image-search goals. Click session information can serve as the
implicit guidance of the past users to help clustering. Based on
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this framework, we proposed two strategies to combine image
visual information with click session information. Further-
more, a click-classification incoherence based approach was
also proposed to automatically select the optimal search goal
numbers. Experimental results demonstrated that our method
can infer user image-search goals precisely.

It is worth noting that the proposed method in this paper
focused on analyzing a particular query appearing in the
query logs. Inferring user image-search goals for those popular
queries can be very useful, and our proposed method can also
be extended for a new query (not appearing in the query logs).
For example, we can infer user image-search goals for a group
of similar queries instead of a particular query. The new query
will be classified into a query group at first. Then the user
search goals for the query group can be considered as the
ones for this new query.
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